Model Service Level Reporting Framework

Definition of Metrics

Services and Objectives

 Basic Services To Be Provided
The following is a list of basic services to be provided in support of this agreement:

Systems, Databases and Applications

1. Application, database and system monitoring.

2. Back-up and restore services.

3. System administration support.

4. Tier 2 support and service level management for:

· hardware

· operating systems and databases

· applications

Note: service level attainment will be based on outage reports that have been documented in the Support, Change and Improvement (SCI) management system.  

5. Manage all issues that are elevated to Tier 4. 

Network Infrastructure

1. Network monitoring.

2. Physical network infrastructure support.

3. Service level management for network availability. 

Note: service level attainment will be based on outage reports that have been documented in the Support, Change and Improvement (SCI) management system.  

4. Tier 2 support for connectivity issues.

5. Providing application profiling and network impact assessment services based on data provided by the application owner or other members of the ISD support team. 

Note:  it is the responsibility of all parties to this agreement to provide the Network Group with all plans that will have a potential impact on network performance.  

6. Manage all issues that are elevated to Tier 4for physical and logical network problems, WAN problems and quality of service issues.

Support, Change and Improvement Management

1. Problem/issue management – process and procedures for responding to issues, escalation and elevation, and notification and problem close-out. Problems will be handled in accordance with service level objectives for issue management.

2. Change management will be employed for all changes to hardware and infrastructure (including networks), operating systems and databases, and applications.  All changes to service level agreements and supporting ISD processes will also be performed in accordance with change management processes and procedures.

3. Improvement management will be supported by providing the application owner and other stakeholders with standards, feasibility assessments and requirements/design services.

Service Level Objectives
The following are service level objectives upon which this agreement is based:

Application Criticality:

Availability

Principal Period of Operation:

Total Annual Hours of Availability:

Target Percent Availability:

Total Target Availability (Total Annual Hours Availability x Target % Availability):

Target Total Unplanned Downtime (Total Annual Hours Availability - Total Target Availability):

Issue Management

Issues will be managed in accordance with the following table:
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Severity Definitions
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Severity Definition

Examples

Service Level Objectives

Initial Response: 15 Minutes

Update Issue Status: Hourly

Notifications: Hourly

MTTR = 90% within 24 hours

- Application is down at all locations

   - system failure

   - emergency maintenance

- Problem is reported by all locations

- All users cannot use the system

Application is down at one location

All locations report slow response, but

business process continues

Significant response time problem is

reported by one location

Some--but not all-- users cannot use the

system.

Single user (or small groups) experiencing

problems

Certain users cannot login

Users reporting problems some system

functions or services - no trend emerging

User needs password reset

User's questions, add new UIDs, change

profiles, perform maintenance on reference

data, etc.

Initial Response: 15 Minutes

Update Ticket: Every 4 Hrs.

Notifications: Every 24 Hrs.

MTTR = 90% within 48 hours

Initial Response: 8 Hrs.

Update Ticket:  within 24 Hours

Notifications: According to Impact

MTTR = 100% within 5 business days

Initial Resolution: 50% on-line

Initial Response: 24 Hrs.

Update Ticket: within 48 Hours

Notifications: According to Impact

MTTR = 100% within 7 business days

Initial Resolution: 50% on-line


Escalation and Elevation Process
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Initial Response: 15 Minutes

Update Issue Status: Hourly

Notifications: Hourly

MTTR = 90% within 24 hours�

- Application is down at all locations
   - system failure
   - emergency maintenance
 
- Problem is reported by all locations 

- All users cannot use the system
�

Application is down at one location

All locations report slow response, but business process continues

Significant response time problem is reported by one location

Some--but not all-- users cannot use the system. 
�

Single user (or small groups) experiencing problems

Certain users cannot login

Users reporting problems some system functions or services - no trend emerging

User needs password reset

�

User's questions, add new UIDs, change profiles, perform maintenance on reference data, etc.�

Initial Response: 15 Minutes

Update Ticket: Every 4 Hrs.

Notifications: Every 24 Hrs.

MTTR = 90% within 48 hours�

Initial Response: 8 Hrs.

Update Ticket:  within 24 Hours

Notifications: According to Impact

MTTR = 100% within 5 business days

Initial Resolution: 50% on-line�


Initial Response: 24 Hrs.

Update Ticket: within 48 Hours

Notifications: According to Impact

MTTR = 100% within 7 business days

Initial Resolution: 50% on-line�


