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Executive Summary
Intel® Corporation has moved decisively to take advantage

of e-Business opportunities. White its experience as an

“e-manufacturer” applies to other manufacturers, the

lessons learned apply equally well to other industries. In

just a few years, Intel’s infrastructure has grown to handle

over three million page hits per day and to bring in over

$2 billion per month in online revenue. Scalable server

platforms have played a key role in enabling this high

level of e-Business growth. 

To support rapid expansion with large transaction and

user volumes, Intel deploys a modular and scalable 

e-Business infrastructure built around affordable Intel®

processor-based servers. Using a multi-tier architecture

and a combination of scale-out and scale-up deployment

models, Intel meets its needs for performance, scalability,

availability and manageability. In general, Intel follows the

“one application per server” philosophy adopted by many

IT departments to limit the interdependencies between

applications. Each server can be configured to match the

unique performance, availability and security requirements

of its particular application. Front-end Web services,

business applications and databases can also be hosted

on separate servers.

This modular approach gives Intel the flexibility it needs

for its e-Business environment: 

• New applications can be integrated easily, with minimal

impact on existing systems 

• Upgrades can be deployed where and when they’re

required, with less need for major overhauls of the

computing environment 

• When problems arise, they are more easily isolated,

improving the overall resiliency of Intel’s e-Business

services

This paper discusses the strategies Intel has used to grow

a world-class e-Business on affordable, Intel processor-

based servers. It also describes real-world implementations

in key areas of Intel’s scalable e-Business infrastructure—

from front-end Web services to scalable storage solutions. 
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Introduction: 3 Million Daily Hits,
$2 Billion Monthly Revenue 
E-Business success brings its own set of challenges. If a

company’s e-Business infrastructure can’t scale as

demands rise, growth can swamp an otherwise healthy

infrastructure. In this demanding environment, Intel has

evolved its e-Business systems within a few short years

to handle well over U.S. $2B/month in online revenues

and over 3M hits/day. Intel’s e-Business Web sites deliver

online information and support to a complex network 

of customers, employees, channel resellers, suppliers 

and OEMs. Over 6,000 users in more than 50 locations

around the world use the customized, personalized and

secure business-to-business functionality. Approximately

85 percent of Intel’s sales orders are currently transacted

electronically, and many online ordering applications are

linked with back-end Enterprise Resource Planning (ERP)

systems. The results are driving Intel’s business efficiency

to new levels, accelerating technology development and

allowing Intel to respond more quickly to changes in 

the marketplace. 

Intel runs its e-Business on Intel processor-based servers

at two data centers in Oregon and California (Figure 1).

These centers support the high levels of performance 

and availability that are essential for online business. 

The flexibility and price/performance advantages of Intel

processor-based servers play a significant role in

supporting Intel’s growth. The use of affordable systems

enables a modular architecture, much like the Internet

itself, in which the performance and availability of services

are assured through distributed redundancy. The need for

expensive, bulletproof, single-system solutions is virtually

eliminated. As a result, development times and deployment

costs are reduced, opening the door to new levels of

business agility. Intel processor-based servers also

provide a scalable landing platform for more users, 

new applications and next-generation technologies.
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Figure 1: Intel’s e-Business Environment. At Intel, e-Business services are hosted on Intel® processor-based servers,
in a modular architecture that promotes affordable scalability and availability.

”Macroprocessing—the strategic adoption of an

environment grounded on volume components and

widely accepted standards—is in part a response 

to the requirements of e-Business. In many cases,

macroprocessing may well be the only means by

which certain types of problems can be solved. In

other cases, it is “only” the most cost-effective and

functional means.” “Macroprocessing: Effectively

Channeling the Internet Explosion in the Enterprise,”

Aberdeen Group, June 2001



The e-Business Challenge: 
Implement a Faster, 
More Flexible Approach 
Before the Internet, a major goal of Intel’s infrastructure

development was the integration of core business

functions using complex ERP applications. It made good

sense to deploy such large, demanding applications on

equally large and powerful systems. Since the benefits

were extensive, the large investment in acquisition, 

development and maintenance was justified. 

With the emergence of Internet-based e-Business 

applications, Intel’s core business systems had to be

integrated with a wide variety of new applications and

users, each with distinct require-

ments. Added to this mix was the

rapid evolution of Internet technolo-

gies and rising customer expectations.

It was clear that Intel needed a

faster and more flexible approach 

to stay competitive in this new

environment. 

A scalable server strategy was

central to meeting these new

requirements. To accommodate

growth and the often unpredictable surges of e-Business

traffic, server power must scale quickly, easily—and

virtually without limit.

DESIGNING FOR AFFORDABLE SCALABILITY 

To accelerate the time-to-market for e-Business applications

and ensure the ability to scale rapidly, Intel turned to 

a more modular computing model. Applications and

functionality are now deployed on relatively independent

server pools, which are linked as needed to provide

appropriate business integration. This physical partitioning

of major applications has created a flexible and resilient

e-Business environment in which new applications and

services can be developed and deployed quickly, with

minimal risk to existing functionality. Performance, 

availability and security requirements can be separately

configured for each application, enabling a more flexible

allocation of computing resources to meet business

objectives.

Affordable, high-volume servers are a key enabler of this

modular approach. Intel processor-based servers in 

2-way, 4-way, 8-way and larger configurations provide

leading price/performance with the flexibility to match

application and availability requirements. The low cost

makes it practical to deploy redundant servers throughout

Intel’s production environment, providing high levels of

availability. The cost advantages also allow Intel to afford-

ably establish comprehensive, realistic development

environments for testing and tuning new applications.

This promotes a faster development cycle, and reduces

follow-on problems and support costs for newly deployed

applications.

Over the past few years, Intel has been moving toward

solutions that are even more modular. The goal is to

maximize scalability by enabling incremental and

independent upgrades of all key elements of the system

architecture.

The flexibility of Intel processor-based servers, along with

the broad base of support from third-party vendors, has

produced effective scalability strategies. Key elements of

Intel’s e-Business infrastructure are: 

• A multi-tier server architecture

• A scalable storage infrastructure 

• Flexible integration with core

business systems 

• Proactive management 

• A scalable, redundant 

and responsive network 

infrastructure

• A comprehensive e-Business roadmap 
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The need for expensive,

bulletproof, single-system

solutions has been virtually

eliminated. As a result,

development times and

deployment costs have

been reduced, opening

the door to new levels 

of business agility.

“Intel’s experience as 

an “e-manufacturer”

provides valuable learning

experiences for any

business large or small.”
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STRATEGIES FOR SCALABLE 

E-BUSINESS GROWTH 

Understand and meet business needs: The rapid

pace of e-Business evolution demands a clear

roadmap that integrates business objectives and

customer needs with technical realities. Intel brings

business and technical teams together to ensure that

e-Business plans accurately reflect business needs

and technical resources. Flexibility must be built into

this process to enable quick responses to changes 

in business practices and Internet technologies. 

Move toward a multi-tier architecture: Intel has

migrated toward a distributed architecture that partitions

the e-Business server infrastructure into distinct tiers:

front-end Web services, middle-tier applications, back-

end databases and utility services. Since resource

requirements differ for each tier, this approach enables

systems to be configured for optimal performance. 

It also allows more granular control of applications and

resources, so appropriate strategies and technologies

can be used at each level to meet scalability and 

availability requirements.

Match the deployment model to the application:

Most applications can be efficiently deployed by

scaling out—balancing the load across a pool of

identical 2-way, 4-way and 8-way servers. Intel

matches the deployment model to the application,

deploying major services, functions and applications

on independent systems to enable rapid scalability 

and granular control of performance, availability and

security. IT can drop in additional servers to support

new services and more users, with relatively little

impact on existing solutions. 

Design for service availability: In a modular e-Business

environment, individual server availability is no longer

the key metric in determining customer satisfaction.

Instead, Intel focuses on the availability of services to

customers through the elimination of all single points 

of failure. By providing server-level redundancy for all

business-critical applications, Intel can meet service

availability requirements without resorting to costly

technologies to ensure single-system availability.

Through load balancing and clustering, Intel achieves

affordable availability throughout its e-Business

environment. 

Move storage out of the server and onto the

network: Disk-heavy servers are expensive, bulky 

and difficult to upgrade. Intel uses networked storage

solutions in conjunction with dense rack-mounted

servers. This approach enables processing and storage

resources to be scaled independently, promotes a

more efficient use of storage capacity and improves

backup and failover capabilities. It also paves the way

for faster and more flexible data management.

Simplify the computing environment: Standardizing

on a limited set of vendors, systems and software

products can significantly reduce management

complexity. 

Deploy proactive and remote management

solutions: Intel monitors system and subsystem 

utilization for all servers. This improves availability 

by ensuring that systems aren’t overloaded. It also

provides essential baseline information for sizing 

new systems and applications. Functional testing 

is employed to ensure service availability. Remote

management tools are used to improve management

efficiency, an essential advantage in a complex 

e-Business environment. 

Create an independent development and test

environment: The use of cost-effective, Intel

processor-based servers enables the deployment 

of separate systems for application developers and 

test engineers, without the need to share or partition

production systems. This simplifies and accelerates

development cycles by providing a flexible and

independent development environment. Since there’s

no danger of impacting customer transactions, 

development systems also provide a quality assurance

testing ground for solutions to current problems.

Thorough testing in a realistic environment allows Intel

to deploy patches, upgrades and new applications

quickly and smoothly into the production environment.



A Scalable, Multi-tier Server 
Architecture
Front-end Web services depend primarily on disk caching

and fast network throughput for efficiently delivering

content to users. Business applications are more

processor- and memory-intensive. Database performance

demands more processing and I/O capabilities, as well 

as a robust storage solution. Because of these different

resource requirements, Intel employs a multi-tier archi-

tecture model (Figure 2) in which each tier can be config-

ured and scaled independently. Along with enhancing

scalability, this architecture makes it easier to standardize

the systems deployed on each tier, which helps simplify

management and reduce development times.

WEB SERVERS

The first tier in the Intel® e-Business infrastructure consists

of front-end Web servers configured for the network-

intensive work of fielding requests and serving Web

pages. The infrastructure for Intel.com (Figure 3) shows

how Intel deploys Web servers for scalability and availability.

Incoming traffic is load-balanced across ten identical Web

servers. Identical content is stored on each server, so

every system can handle any request. Redundant Internet

connections and a hot-spare load-balancing appliance

ensure that there is no single point of failure. The load-

balancing appliance also adds an additional layer of

security, since it can be configured to monitor and filter

out specific traffic types or patterns,

such as might be experienced in a

denial of service attack.

Processing capacity is scaled 

incrementally by adding more Web

servers. This approach is equally

effective in meeting availability requirements. If any 

Web server fails, traffic is automatically redirected to one

of the identical servers. The failure is transparent to users,

performance loss is marginal and a replacement server

can be up and running in a matter of minutes. Since 

high availability is not essential for any single server,

there’s no need to configure individual Web servers with

expensive availability technologies. Service availability

replaces server availability as the essential metric of 

e-Business performance.
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TYPICAL SERVER CONFIGURATION

• 2-way 733 MHz Intel® Pentium® III processors 

• 512K/1GB RAM

• 2x 18GB, 5x 18GB or 36GB hard drives

3 HD (RAID5) for content and 2 HD mirrored 

for system/logs

Or 2 HD for content plus system/logs

• Microsoft* Windows* 2000

Service availability

replaces server availability

as the essential metric of

e-Business performance.

Utilities
Server Farm

Web
Server Farm

Storage
Area

Network

Application
Server Farm

Database
Server Farm

Backend
ERP

Figure 2: Intel’s Multi-tier Architecture. Each tier can be independently configured and scaled for optimum performance.



Since identical content resides on each Web server,

internal storage devices must scale to meet the projected

growth in content volume. If storage capacity becomes 

a limiting factor, all the systems must be upgraded simul-

taneously. Good data management methodologies can

ensure that the upgrade requirements fall within planned

cycles. Alternatively, storage can be deployed external 

to the Web servers, using a Storage Area Network (SAN)

or other external storage solution. 

The Intel.com infrastructure also illustrates the use 

of multiple affordable servers to physically partition 

applications for security and availability. High-volume 

and password-protected content is hosted on separate,

independent server pools, enabling more refined control

of security and delivery. 

The content development environment is also hosted 

on separate systems. A prototype system enables

content to be developed in a realistic environment, 

and a separate staging system is used for pushing final

content onto the Web servers. All these systems are

independently configured to meet security, performance

and availability requirements. If a failure occurs, any

server can be quickly unlinked from the environment,

minimizing the impact and simplifying recovery procedures.

This physical partitioning extends to Intel’s business-to-

business environment as well. The front end of each

major business application is hosted on an independent

pool of Web servers that can be accessed via Intel.com.

This isolates the complexity of business-to-business

applications from the static Web site environment. It also

isolates complex business applications from each other,

so that any problems with particular systems or 

applications have minimal impact on the total 

e-Business environment. 
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Figure 3: Web Services. The modular architecture and front-end load-balancing solution ensure nearly unlimited scalability for rising traffic and new functionality.
Note: The Local Directors on both sides of the Web servers are for logical depiction. In reality, they are the same one Local Director.



APPLICATION SERVERS

Intel’s migration toward a multi-tier architecture began

with the adoption of a component software model. When

Intel began adding dynamic Web content, it employed 

a Java* run-time environment with Microsoft Internet 

Information Server* (IIS), Active Server Pages* (ASP) and

Java servelets. This environment facilitated rapid deploy-

ment of new services and functionality, a compelling

advantage as the Intel Web site

evolved. However, as applications

became more complex, component

software offered a more stable and

scalable solution, in addition to

providing significant performance

benefits. 

Intel Web servers now run Microsoft

IIS and a thin layer of ASP code.

Business rules are incorporated in an

independent layer of COM+ objects.

The benefits of isolating business

rules from Web page presentation have been well worth

the effort. Application code can now be developed

independently and integrated more easily into the 

existing environment. 

Separating Web services from application code was an

important step in creating a more modular, scalable

software environment. Ideally, these software layers are

hosted on independent servers to maximize performance

and scalability. In several of the most critical business-to-

business applications, Intel has already deployed a

separate tier of application servers.

Although Intel generally hosts each major application 

on a single server, the flexibility of Intel processor-based

servers readily supports other approaches when appro-

priate. For example, Intel maintains a small-application

server farm, which currently hosts more than 25 small,

dynamic applications with multiple applications running

on each server. On the other hand, applications that are

very large or have a lot of data to process are sometimes

“split” across multiple servers to balance the workload.

Application Servers and ERP Integration 

Intel also uses a three-tier architecture for its order

management and warehouse management applications.

The database tier runs UNIX* on an Intel processor-based

system that is currently configured with eight Intel®

Pentium® III Xeon™ processors at 550MHz. To meet the

exceptionally high scalability requirements for these core

business applications, the system was built using a propri-

etary vendor design based on non-uniform memory access

(NUMA) technology. The system can potentially scale up to

256 processors (64 QUADs), and will support Intel® Itanium™

processors, so it offers immense scalability for future needs.

Integrating e-Business functionality into this business-

critical environment brought new performance and avail-

ability requirements. Intel’s business environment is widely

distributed, with major business units requiring service in

over 20 sites around the world and with users accessing

the system from over 30 countries. Business processes

are also highly complex, requiring sophisticated integration

and a high level of customization among multiple applica-

tions. Transaction and data integrity must be maintained

across all systems, applications and geographies.

To address these needs, Intel deployed a pool of servers

at the application layer of the three-tier architecture, to

interface with the ERP database tier. This modular archi-

tecture allows new applications to be deployed quickly,

and isolates any disruptions to business in the event of

scheduled or unscheduled downtime. It also enables

systems to be optimally configured for batch processing,

which is CPU intensive, or for customer interactions,

which are memory intensive. 

Initially, Intel deployed 19 2-way application servers. More

recently, Intel upgraded its ERP and application servers to

better handle rising workloads. E-Business applications

were consolidated onto 11 4-way systems, and local disk

storage was replaced with a Storage Area Network.

Consolidation onto fewer, higher performance Intel

processor-based servers decreased the demands on

systems management staff and cut user response times

in half, even as the workload increased by approximately

60 percent. Application upgrades have since increased

the load on the system, but performance remains well

within required parameters. 
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Consolidation onto fewer,

higher-performance Intel

processor-based servers

decreased the demands

on systems management

staff and cut user

response times in half,

even as the workload

increased by approximately

60 percent.

TYPICAL SERVER CONFIGURATION

• 2-way 733 MHz Intel® Pentium® III processors

• 4-way 550 MHz Intel® Pentium® III Xeon™

processors (as needed)

• 2–4GB of memory

• Microsoft* Windows* 2000



Multiple Application Layers: Addressing the

Complexity of Business-to-Business Transactions

Intel’s modular approach to applications, systems and

software has been helpful in addressing the inherent

complexity of business-to-business transactions. Within

the tier of application servers for Intel’s business-to-

business site, functionality has been further subdivided

into three layers (Figure 4). 

Maintaining the relative independence of each layer

promotes a more flexible approach to adding functionality

and upgrading capacity.

• The User or Customer Management Layer is what

customers first encounter as they hit the business-to-

business site. This service layer manages groups of

users, their profiles, roles, login and security. 

• The Application Platform Services Layer is a set of appli-

cations that displays information to the user. Platform

services include dynamic navigation; collaboration

features such as newsgroups, e-mail and chat; analysis

and reporting features; and capabilities that help

integrate the front end with multiple back-end systems. 

• The Content or Transactions Layers are activated

depending on the customer’s choices. The Content

Layer handles authoring, publishing, version control,

and so forth. The Transactions Layer takes care of

orders, bills, payments, shipping information and other

transaction-oriented requests.
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Who are you?
(Customer Management)

What do you need?
(Application Platform)

Enabling Technology
and Standards
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Application Integration
Navigation

Personalization
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ERP, Finance
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Operating System

Database

User Profile
Encryption

Registration
Authentication

Figure 4: e-Business Application Architecture. The complexity of e-Business
transactions can be more effectively addressed by deploying applications 

in independent layers.

DEPLOYING A MULTI-TIER ARCHITECTURE 

FOR COMPLEX APPLICATIONS

Intel tracks Web usage across its static Web site to

help measure the effectiveness of new content and

marketing strategies. (Visitor identities are not

monitored, to safeguard individual privacy.) Usage

data is processed immediately and collected in a

series of databases that summarize usage patterns

over 60-day, 60-week and 60-month periods. This

tracking system currently handles over three million

page views per day. The growth in complexity and

usage of Intel®’s Internet Services demands that the

system be highly scalable. 

A multi-tier architecture offers a highly available and

scalable solution. Usage logs from all eight Intel.com

Web servers are collected in a log repository. The raw

data is analyzed across a pool of application

servers, and data summaries are delivered to a third

layer of database servers. The total summarized

database currently requires 130GB of storage, 

but a distributed database architecture has been

employed, so the largest single database is only

25–30GB. Initially, the summarized data was stored

on an external RAID system, but the enormous

growth in user traffic threatened to overwhelm the

system, so a Storage Area Network (SAN) was

installed.

The current hardware has the capacity to process up

to 20 million page views per day, and a mesh network

design provides multiple redundant pathways for

high availability. The multi-tier architecture can scale

by adding more servers (scaling out) or by upgrading

to more powerful servers (scaling up).



DATABASE SERVERS

Scalability challenges in the database area have focused

on global usability issues such as geographical latency,

growing address requirements and the implementation of

a doublewide character set to support language differences.

Most of Intel’s current e-Business databases are run on 

4-way Intel processor-based servers, with duplicate warm

standbys for failover. 8-way systems have been deployed

in strategic instances where headroom for growth is a

significant issue. As mentioned earlier, Intel’s back-end

software is hosted on an Intel processor-based system

that was designed using NUMA technology, which will

enable scaling up to 256 processors as demands grow. 

In most Intel® applications, replication to standby servers

ensures data integrity in the event of failure. The failover

process requires checkpoint verification, the application

of transaction logs and IP address reconfiguration.

Intel e-Business uses Storage Area Networks (SANs) for

some of its most business-critical database applications.

(For more on Intel’s SAN implementation, see the Scalable

Storage section of this paper.) Business-critical database

systems also replicate to identical systems in Intel’s

Folsom, California data center, to enable recovery in the

event of a disaster. Daily tape backups provide long-term

and offsite data storage. 

Intel e-Business currently uses Microsoft SQL Server*,

versions 7.0-2000, for the majority of database applica-

tions. Oracle8i* Standard Workgroup Edition is also used

in conjunction with Oracle Parallel Server*. Both SQL

Server and Oracle are run on the Windows 2000 operating

system. Upwards of 50 Intel database systems use SQL

Server, with 10+ on Oracle. 

New systems are deployed on 4-way 550 MHz Intel

Pentium III Xeon processor-based servers, which provide

plenty of processing power for most requirements. An

example is the 90GB database for Intel’s small application

server farm, which runs on a 4-way Intel processor-based

server that shows about 20–30 percent CPU utilization. 

8-way servers have been introduced into the fastest

growing environments to provide extra headroom. 

In 1995, Intel transitioned from UNIX* based databases 

to Windows NT*. A later migration to NT 4.0 virtually elimi-

nated any serious availability concerns, and that trend

continues with Windows 2000. Memory leaks have not

occurred, and there’s been no need for scheduled reboots

since the upgrade. Microsoft Transaction Server*, which is

part of Windows 2000, is used to apply transactions to

multiple databases. 

Migrations to Oracle 8.17, SQL 2000 and Windows 2000

are still underway. Windows 2000 provides a more robust

and scalable environment for database implementations,

with enhanced multi-processing, memory and clustering

support. When coupled with a SAN storage solution,

Windows 2000 Cluster Server will enable automatic fail-

over and rolling upgrades that are transparent to users.

UTILITY SERVERS

Intel’s e-Business utility servers comprise a separate tier

of the e-Business infrastructure. These servers support a

variety of critical operations, such as backup and restore,

system and functionality monitoring, batch jobs for

pushing and publishing content, management of perfor-

mance metrics, statistical analysis and change manage-

ment. By deploying these services on a dedicated utility

server farm, internal housekeeping and data processing

for the e-Business environment stays relatively isolated

from customer-facing systems. 

The use of affordable, Intel processor-based servers

enables major applications within the utility tier to be

deployed on independent systems, further improving the

modularity of the environment. New utility services can be

added and current capacities upgraded with minimal

impact on other systems and without interrupting online

services to customers.
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TYPICAL SERVER CONFIGURATION

• 2-way 733 MHz Intel® Pentium® III processors

• 4-way 550 MHz Intel® Pentium® III Xeon™

processors (as needed)

• 2–4GB of memory

• Microsoft* Windows* 2000

TYPICAL SERVER CONFIGURATION

• 4-way and 8-way 550 MHz Intel® Pentium® III
Xeon™ Processors 

• 4GB of memory

• Microsoft* SQL Server* 6.5–7.0 (all SQL 2000 
by end of year) and/or Oracle* Parallel Server*

• Microsoft* Windows* 2000 Cluster Server



Scalable Storage
Local data storage in individual servers can impose a

major roadblock on system scalability. Throughout the 

e-Business infrastructure, local storage makes the job of

sharing data and managing storage

resources more complex. It compli-

cates backup and failover proce-

dures, and because it links storage

and processing capabilities within

each system, neither element can

scale independently. Disk-heavy

servers consume valuable space in

the data center and must be entirely

replaced when either storage or processing limits are

reached—an expensive and time-consuming process.

These problems will become even more pronounced 

as data volumes escalate with the next generation of

complex business-to-business applications. 

A better alternative, in many cases, is to share storage

among multiple servers. Intel uses several different

approaches, depending on the particular demands 

of the application. 

“JUST A BUNCH OF DISKS” (JBOD) 

JBOD is a collection of disks managed and administered

by a host operating system. This is the simplest and most

affordable way to share data resources among multiple

systems. It frees storage from the constraints of the

individual servers, but adds no special performance, 

availability, or manageability features.

NETWORK ATTACHED STORAGE (NAS) 

NAS is an external RAID-enabled disk array that sits on

the IP network and serves files to requesting clients,

much like a typical Microsoft NT file server. This approach

works well for file serving, but is not well suited to

databases or block I/O transfers. Intel has used NAS

solutions successfully in its broader computing environ-

ment, and several implementations are currently planned

within the e-Business infrastructure. In practice, a NAS

solution can be deployed using local storage, JBOD or

SAN (see below) to store the files.

STORAGE AREA NETWORK (SAN) 

SANs provide remarkable benefits in scalability, perfor-

mance and availability for high-end or business-critical

applications (Figure 5). Based on performance, capacity

and availability criteria, Intel has chosen to deploy EMC*
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Intel’s modular architecture

enables SAN storage 

utilities to be deployed 

as needed based on the

capacity, performance and

availability requirements

for each application.

SAN

Figure 5: Storage Area Network (SAN). By taking storage out of the servers,
a SAN allows processing and storage resources to scale independently. It

also offers enhanced failover options, more efficient use of storage capacity
and improved back up and restore solutions.

ENTERPRISE DATA MANAGEMENT

Storage Area Networks are one part of an advanced

data management solution. By consolidating data

storage into larger systems with advanced function-

ality, they provide a strong foundation for enterprise

data management solutions, which can improve the

use of data across the enterprise. The goal is to

make data accessible as needed across applications,

systems, users and geographies, with minimal

impact on existing system and network resources.

With EMC management software, Enterprise Control

Center a complete view into the storage, database

and application architecture is available to the

administrator. Testing or error checking is easily

detected and quickly handled when complete

visibility is available from one console. With

dedicated, centralized resources for data sharing,

application developers are free to focus on their

specific applications, without worrying about global

data requirements. Development times can be 

significantly reduced, and data can be more

efficiently managed throughout the business.



Symmetrix Enterprise Storage* systems and software

both within the e-Business environment and in other

areas of the Intel infrastructure. These systems consoli-

date data into a centralized, high-speed disk array and

are attached to the server infrastructure via a meshed

network of fiber switches. With multiple systems sharing

the same storage utility, it’s easier to monitor, manage and

utilize storage capacity. Systems and applications can be

assigned storage resources in precise quantities, and the

consolidation of resources makes it more cost-effective to

configure the SAN for high availability. In the data center,

bulky disk-heavy servers can be replaced by smaller,

more modular rack-mounted systems, saving space and

enabling simple and cost-effective upgrades.

These SAN storage solutions further contribute to scala-

bility by simplifying and accelerating replication and

backup procedures, while reducing the load on server

resources and the network. For database servers, a

shared cluster via the SAN enables true clustering for 

hot standby. The SAN also supports online tape backups

and high-speed data transfers independently of the 

application servers. 

EMC and some other SAN vendors provide optional NAS

support on their storage area networks. Intel takes advan-

tage of this capability to store Web content on a single

volume shared by multiple Web servers. This virtually

eliminates any limit on the storage volume for Web

content, while providing the higher performance, 

scalability and availability of a SAN solution. 

In most implementations, EMC TimeFinder* software

allows an image of a database to be split off within the

SAN in less than a minute, after which backup or data

transfer can proceed, with no impact on the active

database. In the near future, the fibre channel network 

will also be able to support server-to-server communication

via IP, further reducing the load on the customer-facing

network.

Despite these compelling benefits, the high cost of a SAN

utility keeps it from being a one-size-fits-all solution for

the entire e-Business infrastructure. Fortunately, Intel’s

modular architecture enables SAN storage utilities to be

deployed as needed based on the capacity, performance

and availability requirements for each application. 

A formal decision tree helps simplify the decision-making

process (Figure 6). Some applications are deployed on

systems with local storage. More demanding applications

can be deployed using more affordable NAS solutions.

Applications that demand the highest levels of capacity,

performance or availability can be migrated to SAN.

(Note: For database applications that require “local

storage,” SAN must be used instead of NAS.)
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Figure 6: Choosing the Best Storage Solution. A simple decision tree can be used to determine the best storage solution for each example.



Network and Connectivity
Engineering: Scalable Performance
and High Availability
E-Business puts enormous and unpredictable pressures

on the network. While Intel’s modular server architecture

enables independent scaling for different applications, all

these applications converge on the network and are

affected by network downtime and performance bottle-

necks. It’s therefore essential that network capacity and

availability stay well ahead of application needs.

To provide uninterrupted access, redundancy should be

built into every key area of the e-Business network. Intel

e-Business systems link to the Internet via redundant

edge routers that link with multiple major ISPs. As shown

earlier, redundant load-balancing appliances distribute

incoming traffic across multiple redundant Web servers. 

To improve network performance and scalability, Intel has

recently incorporated a separate network for backup and

management functions. Each server is configured with

three NICs: two to provide load-balancing and failover

connectivity for the production environment, and the third

for management, backups and recovery. This increase in

the number of network cards per server has somewhat

compromised the complete redundancy of the Intel 

e-Business network, and is straining existing port densities.

A network redesign is underway to solve the redundancy

problem, and provide a vast improvement in overall

network scalability (Figure 7). 

The new network architecture will support Gigabit

Ethernet across a two-tier mesh of switches that lie

between the edge-routers and the server backbone. The

mesh architecture provides multiple redundant pathways

for every connection, with dual connections into every

server. It also allows for the easy expansion of router

capacity and the addition of more switches. This will

ensure enormous scalability for future needs, both in

terms of bandwidth and port densities. It will also support

extremely high availability by eliminating single points of

failure and enabling failover and network maintenance

with no lost packets and no degradation in performance.

The availability of IP addresses has become an increasingly

critical issue for Intel. VLAN aggregation was investigated

as a possible solution, to make more efficient use of 

the available address space. However, due to various

factors, a private address system was deployed within

the company network instead, using Network Address

Translation (NAT) at edge routers and proxy servers.

Though NAT adds another layer to the network, it effec-

tively eliminates internal addressing limitations. It also

enhances security by masking internal addresses from

the public Internet. 
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Physical Network Diagram

Internet Routers

Transit
Routers

Outer Firewall

Aggregation
Switches

Figure7: Intel’s Next-Generation e-Business Network. Gigabit Ethernet
support and multiple redundant pathways provide exceptional 

scalability for adding ports and handling more traffic.

“Four key technology trends exert the most specific

and direct influences on the application of macropro-

cessing to the creation of integrated solution stacks

that address the most demanding Information

Technology (IT) problems. These four trends are

integrally linked with one another—enabling each 

to be leveraged to its full capability:

• Modular servers that can both scale out and 

scale up;

• Scalable operating systems; 

• Ubiquitous and high-bandwidth networks; and 

• Application and services integration."

“Macroprocessing: Effectively Channeling the

Internet Explosion in the Enterprise,” 

Aberdeen Group, June 2001



DESIGNING FOR GLOBAL PERFORMANCE

Intel’s customers and suppliers are scattered throughout

the world, a complication that can significantly impact

online services. To ensure that remote customers receive

the best possible service, Intel

maintains an ongoing program

focusing on global connectivity

issues. Global performance is

monitored for major e-Business

applications, and transmission laten-

cies are considered in the design

and testing of new applications and

infrastructure upgrades. Any

business trying to reach a global

audience over the Internet must be

wary of deploying applications that

were designed only for local users.

Delays and server timeouts can

cause serious problems for remote

customers. It’s also important to

maintain open communications with

all major customer populations, to ensure that new online

applications meet customer expectations and provide

reasonable performance across geographical boundaries. 

Intel has already achieved major performance improve-

ments by deploying forward caching solutions in various

geographies throughout the world. Results confirm this 

to be an excellent solution for accelerating the delivery 

of static content (Figure 8). Distributed server farms offer

another solution, and Intel has recently deployed a distrib-

uted farm in Hong Kong for static content and information

downloads.

Intel is looking at solutions such as application characteri-

zation/optimization to improve performance for dynamic,

interactive Web-based applications. Distributed server

farms may play a role here, as well. The affordability of

Intel processor-based servers is a significant advantage,

making it more cost-effective to deploy additional server

farms outside Intel’s U.S. data centers. Intel’s modular

approach also makes it easier to grow systems and

services as needed for each region, so e-Business 

investments stay closely aligned with business benefits.
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Figure 8: Forward Caching for Global Performance. Content delivery to remote locations has been
greatly accelerated by deploying forward caching solutions in key geographies.

The new network archi-

tecture will support

Gigabit Ethernet across a

two-tier mesh of switches

that lie between the 

edge-routers and the

server backbone. The

mesh architecture

provides multiple redun-

dant pathways for every

connection. It also allows

for the easy expansion of

router capacity and the

addition of more switches.



Planning, Developing and
Managing for Scalability
Managing the inherent complexity of the e-Business

environment is a major challenge, and efficient solutions

are essential for success. From infrastructure management

to application development, procedures and organizations

must be carefully designed to meet current needs and 

to promote constant progress toward next-generation

solutions.

PLANNING THE E-BUSINESS ROADMAP

Intel e-Business applications are evolving rapidly and

constantly, and it’s critical that development efforts be

closely aligned with business needs and customer

requirements. At the same time, IT is charged with estab-

lishing and maintaining a stable infrastructure that delivers

on performance, availability and scalability requirements.

It’s also important to monitor and track new technologies

and applications, along with general industry trends, to

know what new capabilities should be considered for

future deployment and what demands they may place on

the infrastructure.

To balance these requirements, Intel established a

process for defining its e-Business roadmap (Figure 9).

This process involves up-front collaboration between Intel

sales and marketing units and technology research and

planning teams. The business units, with their knowledge

of customer needs, are charged with looking ahead to

help create efficient, customer-focused e-Business

solutions. Forward-thinking engineering teams monitor

technology and e-Business advances. Intel®’s Architecture

Design Group works with both teams and with application

developers to create the roadmap. 
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Figure 9: Creating the e-Business Roadmap. Intel’s Architecture Design Group works with business and technical 
teams to ensure that e-Business plans are closely aligned with customer needs and technical realities.



APPLICATION DEVELOPMENT AND TESTING 

To maintain the site’s high availability, new applications

and interdependencies must be rigorously tested before

deployment. Intel currently runs more than ten major

business-to-business applications, with new applications

under development at all times. In addition, numerous

small and mid-size applications are continuously moving

through the development process. Successful deploy-

ment requires a careful development process that can

flexibly meet the requirements of each new application.

The affordability of Intel processor-based servers offers 

a significant pre-production advantage, making it

possible—and affordable—to establish realistic test

environments. In fact, approximately 60 percent of Intel’s

e-Business servers are used for evaluating and validating

new applications. 

Using discrete and isolated pre-production environments,

applications move toward deployment through a set of

increasingly realistic environments without impacting the

production environment until full testing is complete.

Realistic traffic loads are applied to predict capacity,

uncover potential problems and tune performance. Final

testing is completed in an environment that closely

mirrors the production environment. This approach

enhances the scalability of the site by helping to accel-

erate new deployments, protect the production environ-

ment and significantly reduce support costs for newly

deployed applications. 
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EVOLVING CORE BUSINESS APPLICATIONS

FOR E-BUSINESS 

Intel’s current Web-based order management

system is an interactive application that takes and

validates orders from customers around the world.

It also enters validated orders into Intel’s back-end

ERP system at near real time. The system uses

COM+ and Microsoft Transaction Server to support

the connection to the back-end ERP system, which

is located at a different site from the front-end

business-to-business environment.

The system’s enormous success has reaffirmed

Intel’s commitment to the e-Business model.

Customers no longer have to place and manage

orders via phone and fax, and can link quickly to

related product information and support. However,

this first-generation solution doesn’t yet take full

advantage of the e-Business potential for a fully

integrated supply chain. Customers still have to

enter the same order twice—once for their internal

ERP system and once to Intel’s Web order manage-

ment system. Intel’s traditional EDI systems for

taking orders avoided these drawbacks by

connecting directly with the customers’ ERP

systems, but EDI solutions required expensive,

dedicated infrastructures.

An important near-term goal for Intel is to deploy 

a Web-based order automation system that eliminates

the need for double data entry. Intel has played a

leading role in defining the XML-based RosettaNet*

protocol, a proposed standard for supply chain

integration over the Internet, and has already

conducted successful pilot programs using this

protocol to process direct customer orders. Current

efforts are geared toward the deployment of a

scalable Trading Partner Automation (TPA) solution

based on the RosettaNet standard. This will include

a uniform middleware layer to integrate with back-end

ERP systems, and will fully automate the ordering

process for both Web-based ordering and TPA.
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Guidelines for a Scalable e-Business 
Area of focus Recommendation

Web Servers Take advantage of affordable high-volume servers and load-balancing appliances 
for rapid scalability and service availability at the e-Business front end.

Migrate toward high-density, rack-mounted servers to save space in the data center.

Deploy major applications on independent systems. This isolates applications for improved 
availability. It also provides more granular control of resources based on the requirements of 
each application.

Application Servers In designing the software environment, isolate Web page presentation from application 
functionality. The initial investment will pay off in a more scalable software architecture. 

Deploy 2-way, 4-way and 8-way systems as needed to meet application and system 
management requirements.

Database and Core When deploying new database applications, consider partitioning large databases into multiple
Business Servers smaller databases. This enables the use of a distributed architecture for enhanced scalability.

Deploy 8-way and 4-way systems as needed for performance and capacity. Consider specialized 
Intel processor-based systems with 16, 32 or more processors for core business systems and 
other very high-end database applications.

Explore systems based on Intel® Itanium™ processors to meet long-term growth requirements.

Database If you currently run Microsoft SQL Server* and Windows NT*, move to exploit the scalability 
and availability benefits of SQL 2000 and Windows 2000.

Explore Microsoft SQL 64 to meet long-term scalability requirements.

Storage Anticipate near-term growth in processor and storage requirements before deploying new 
systems with local storage. 

SAN is not yet a mature technology, so evaluate technologies and vendor support carefully, 
and consider the scalability of proprietary solutions. A single vendor should be able to provide 
a comprehensive solution. It is not advisable to mix SAN systems from multiple vendors at 
this time.

Enterprise Data Management Data storage and management requirements are poised to explode as businesses begin to 
automate complex business transactions across their entire customer/supplier base. Now is 
the time to explore advanced data management solutions.

Evolving Core Business Systems E-Business links to core business systems can involve a clash of computing models. The use 
of middleware and a loosely coupled, modular approach to deploying new applications can 
help accelerate e-Business integration and application development.

Network Connectivity Design for rapid growth without major overhauls. Like data storage systems, the network will 
be heavily challenged by next-generation e-Business applications.

Choose an ISP that supports Industry-standard Internet protocols (BGP4 and OSPF) to ensure 
flexible networking options.

Though interoperability issues must be carefully evaluated, standardizing on a single vendor 
may not be as crucial in the networking arena. As long as industry-standard technologies are 
deployed, best-of-breed solutions may offer compelling benefits. 

Avoid single points of failure by deploying redundant ISP feeds, routers, etc.

Global Performance Monitor global performance and user satisfaction for all major e-Business applications.

Carefully evaluate technical and cultural requirements when developing new applications for 
a global audience, and design applications to accommodate long-distance latencies.

Consider forward caching solutions to improve content delivery for distant users.

System Management The complexity of the e-Business environment requires a proactive approach to system 
management, including regular monitoring of resource utilization and functionality. Off-the-shelf
system management applications have matured in recent years, and now offer the most 
comprehensive and cost-effective approach to managing the e-Business infrastructure. 

e-Business Roadmap To move quickly in the e-Business arena, efficient collaboration between business units and IS 
administrators is absolutely essential. An effective roadmap depends on early and continuous 
communication so that technical solutions match business needs.

Application Development Make the investment to establish comprehensive procedures and realistic environments for 
developing and testing new applications. Be prepared for constant business pressures to 
sidestep procedures and accelerate deployment. Weigh these pressures carefully against the 
support time often required for applications that have not undergone full testing.



System Management
Efficient management tools can greatly ease the manage-

ment load in any computing environment—especially with

an architecture that includes large numbers of systems.

The Intel e-Business infrastructure includes over 800

servers, approximately 40 percent of which are part of the

production environment. All servers are remotely

monitored for CPU, memory and disk utilization. This

helps management staff plan for upgrades and provides

useful baseline information for sizing new systems and

applications. It also helps ensure that overtaxed systems

are discovered before they suffer unnecessary failures 

or performance degradation.

Intel IT has developed a custom application called

Metrios that performs functionality testing. Metrios

accesses e-Business systems in much the same way 

a user would, and verifies system responses. It can run

ASP scripts and even dial out to test connectivity from

the Internet. Metrios can be configured for automatic

monitoring and will page out to notify staff of problems

requiring immediate attention. Once notified, Intel IT staff

use Microsoft Terminal Services* on Windows 2000 and

Intel® LANDesk® Server Manager 6.4 for remote system

management. Staff members can dial in from their desks

or homes to access and manage systems throughout the

e-Business computing environment. These tools are

essential components for maintaining the Intel 

e-Business infrastructure, enabling efficient control 

of widely distributed systems.

Though Metrios and other internally developed manage-

ment applications have been vital tools for supporting

Intel’s e-Business environment, a variety of compelling,

off-the-shelf software solutions are now available that

offer a more comprehensive and cost-effective approach.

Intel IT is currently solidifying plans for a broad migration

toward third-party software solutions that will improve

efficiency and eliminate the high costs of in-house

software development and maintenance.

Conclusion: Scalable Strategies
for the Internet Economy
The Internet has radically altered the requirements for

successful business computing. Long development times

are no longer tenable, as companies must move quickly

to stay competitive. A scalable server strategy is essen-

tial, enabling businesses to quickly add the computing

power needed to support new functions and services and

increasing workloads. Intel’s own e-Business systems

offer a model for success, based on strategies that enable

fast, cost-effective and scalable growth using affordable

high-volume servers.

Intel’s modular architecture enables more granular 

control of computing resources. New applications can 

be developed and integrated quickly, and existing

systems can be upgraded independently, without major

overhauls to the entire infrastructure. When problems

arise, they can be quickly isolated before they seriously

impact other applications.

The superior flexibility and price/performance of Intel

processor-based servers provide the building blocks for

this modular approach to e-Business growth. Computing

resources can be allocated more flexibly throughout the

infrastructure, and availability can be built into the infra-

structure based on affordable, server-level redundancy.

Businesses can scale out or scale up, as needed,

choosing the mix of 2-way, 4-way, 8-way and larger

servers that best meet their business and computing

requirements. 

Perhaps even more important is the wide industry support

that is fueling enormous growth for Intel processor-based

solutions. As Intel has discovered in its own e-Business

environment, solutions are emerging at a pace that fully

matches the rapid growth of the Internet—and the 

lightning-fast shifts in competitive business needs. In fact,

the emergence of Intel processor-based solutions is a

major factor in driving that growth, helping companies to

expand their e-Business capabilities, enhance their value

to customers and suppliers, and succeed in this

challenging and exciting new marketplace.
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