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�PREFACE



The performance of essential national security-related functional activities is increasingly dependent on U.S. infrastructures and their supporting information components.  In view of the dependency, and because the Department of Defense (DoD) information infrastructure is embedded in larger national and international infrastructures, DoD officials, their advisors, and others within and outside the government have recommended to the National Security Council staff that it may be necessary to initiate interdepartmental/interagency discussions.  Topics of such a dialogue would include the dependency and vulnerability issues and the need for national policy to deal with them.  The Chief, Information Warfare Division (J6K), Directorate of Command, Control, Communications, and Computer Systems (J6), the Joint Staff, commissioned the original report and this second edition to prepare the Joint Staff to participate in and contribute to these discussions.



The breadth and extreme complexity of the subject matter, other related ongoing activities, and the scope of the task limited the number of environmental areas and organizations which could be addressed.  The report does, however, address the breadth and complexity of the policy and strategy issues and summarizes the views of those in positions of importance to the development of policy for infrastructure protection and assurance.  



To develop the organizational policy considerations, the study group reviewed organizations that have a stated role in information warfare and organizations that have related missions and functions.  This report presents several key organizations in a broad range encompassing international, national, state and local, public and private, and government and industry organizations.



The environmental areas examined were:



Infrastructures.

Legal Environment.

Regulatory Environment.

Policy Environment.

Technology Environment.

Intelligence Environment.



Because of the extensive organizational and reference information documented herein, this report should also be viewed as a source book on background, stakeholders, interests, and activities.   This work is expressly intended to build upon, rather than replace, last year’s product, the first edition.  As a result, much material is repeated from that earlier effort, although this document is one-third larger overall.  The sponsors’ intentions, then and now, are to present this document to the engaged community as a factual resource, rather than to portray any particular viewpoint, in the interest of building awareness and consensus on required plans and actions.  There is still much work to be done(literally every section could be expanded upon in breadth and detail.  For the moment, however, we invite the reader to join us as through these pages we move toward the future of national security in the Information Age.

�The report is organized as follows:



Section 1 introduces the report and provides context.

Section 2 addresses each of the environmental areas noted above.

Section 3 discusses the methodology of the organizational reviews and provides key findings.

Section 4 summarizes the findings and observations.

Sections 1-4 each contain a preview of new material in the section.

Appendix A identifies organizations which have missions and functions related to defensive information warfare/information assurance.  The first page of Appendix A contains an index to the organizations and organizational summaries.  Each organizational summary identifies:

The organization

A senior information official

Points of contact

On-line resources

Information warfare/information assurance related missions and functions

Information warfare/information assurance activities, issues, best practices, and lessons learned.

Each summary also includes a chart that shows the organizational entities which conduct related activities.  A consolidated list of points of contact with telephone numbers follows the organizational summaries.

Appendix B includes:

An annotated bibliography of applicable U.S. Code, regulatory documents, and policy documents.

References for the report.  Citations in the report and in Appendix A are indicated with brackets (e.g., [GAO]).

Additional resources related to Sections 2 and 3 of the report.

A list of acronyms, a glossary, and an index to the report and to Appendix A.



Information added or significantly changed in this second edition is marked with a vertical line in the margins.  Information in this document is current as of July 1, 1996.

�

WHAT’S NEW?



A short discussion on the nature of information warfare has been added.



The discussion on infrastructures has been expanded to:

Discuss U.S. dependencies on vulnerable infrastructures, and introduce the concepts of infrastructure protection and infrastructure assurance,

Present some emerging frameworks for understanding the concepts, and

Provide additional detail on emerging information infrastructure assurance activities.



The legal environment section has been revised to:

Address new roles, responsibilities, and potential effects of the Telecommunications Act of 1996, the Kyl Amendment, the Paperwork Reduction Act of 1995, and, the Information Technology Management Reform Act of 1996, and

Provide additional information about the Internet and computer crime.



The regulatory environment section has been revised to:

Include a discussion of Executive Order 12958, Classified National Security Information, and provide several additional Executive Order summaries,

Summarize the recently signed Executive Order 13010 on Critical Infrastructure Protection,

Address the FCC Rule Making impacts of the Telecommunications Act of 1996 and the infrastructure assurance implications of the FCC Open Network Architecture.



The following subjects have been added to the discussion of the policy environment:  policy development and implementation;  risk management;  encryption and export policy.



The discussion of technology now provides:  some examples of growing dependence on information technology from the Bosnia experience;  a more detailed examination of emerging technologies applicable to information assurance;  and information on some of the applicable research and development activities.



The intelligence (formerly adversary capabilities) section has been enhanced to include material on threat goals and techniques, as well as information on current intelligence community challenges and activities in information warfare.



In the organizations section, the findings and observations have been updated from the original report.



On-line resources for additional information on the organizations reviewed have been added to the organizational summaries in Appendix A.  Appendix A also includes an improved point of contact listing and a listing of computer emergency response teams.



A glossary and list of recommended readings and additional resources keyed to the sections of the report have been added to Appendix B.
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�SECTION 1

INTRODUCTION





WHAT’S NEW?



This section now introduces the concepts of infrastructure dependence, infrastructure protection, and infrastructure assurance, and discusses the nature of information warfare.





The national security posture of the United States is becoming increasingly dependent on U.S. infrastructures.  These infrastructures are highly interdependent, particularly because of the inter-netted nature of the information components and because of their reliance on the national information infrastructure.  The information infrastructure (which consists of information, information systems, telecommunications, networks, and technology) depends, in turn, upon other infrastructures such as electrical power and other forms of energy.



In recognition of the growing dependency on vulnerable infrastructures over which the government has little control, Department of Defense (DoD) officials, advisory committees, and others have recommended to the National Security Council (NSC) staff the initiation of Federal government interdepartmental discussions of the dependency and vulnerability issues and the possible need for national-level policy to deal with the issues.  In addition, as a result of recent acts of terrorism against U.S. government and commercial interests, the President recently signed a policy document [WH 3], which directs the protection of certain critical infrastructures.  In addition to the national information infrastructure, each of these critical national infrastructures has a significant information component.  Consequently, protection of these infrastructures will depend on protecting the information component of each infrastructure.  Actual implementation of the policy will require extensive discussion among numerous communities of interest( national security, law enforcement, the market, and privacy advocates, to name but a few.



A brief review of terms and definitions is appropriate here.  The term defensive information warfare includes all actions to ensure the availability, confidentiality, and integrity of reliable information vital to national security needs.  The term information assurance denotes the availability and integrity of information and, for the purpose of this report, is synonymous with defensive information warfare.  In general, the term information warfare (IW) is used when discussing organizations and activities within the DoD.  The term information assurance is used when discussing other organizations and activities. The use of the terms senior information warfare official and senior information assurance official does not imply that there are officially designated positions bearing these titles.  These terms indicate a senior official within the organization who has been or might conceivably be assigned the responsibilities for information assurance.



The recently introduced terms infrastructure protection and infrastructure assurance differ in subtle, yet important, ways.  Infrastructure protection is generally considered to mean protection of an infrastructure from physical or electronic attack.  Infrastructure assurance includes those actions to achieve surety of readiness, reliability, and continuity of infrastructures such that they are:  (1) less vulnerable to disruptions or attack; (2) harmed to a lesser degree in the event of a disruption or attack; and (3) can be readily reconstituted to reestablish vital capabilities.  [CIWG]



1.1	PURPOSE



This report documents organizational and environmental considerations which may influence the formulation of information warfare policy and strategy. 



1.2	SCOPE



To develop the organizational considerations, the study group reviewed organizations that have a stated role in information warfare or information assurance or that have related missions and functions.  The review consisted of research and interviews to identify organizational structures, organizational interests, key individuals (stakeholders) within the organizations, information warfare-related practices, lessons learned, and issues.  Figure 1-2-1 shows the types of organizations reviewed.  This report presents several key organizations in this broad range.





�



Figure 1-2-1.  Types of Organizations Reviewed



Figure 1-2-2 shows the environments examined in Section 2.  These areas complement ongoing DoD activities that explore other environmental aspects such as requirements, doctrine, training and education, research and development, test and evaluation, and acquisition.  Also, at the Federal government interdepartmental level, discussions of information warfare/information assurance issues and the possible need for a national-level policy would center around these environmental areas.



�



Figure 1-2-2.  Environmental Areas



Because of the responsibilities of the Information Warfare Division of the Joint Staff, this report deals exclusively with defensive information warfare/information assurance issues.



1.3	BACKGROUND



As shown in Figure 1-3-1, Joint Pub 1 advocates the exploitation of the “information differential” in the joint campaign.  In exploiting that differential, joint warfighters will depend increasingly upon information and information systems in both offensive and defensive operations.  From a defensive information warfare perspective, various individuals, organizations, special studies, and advisory committees have raised concerns regarding the growing dependence of national security upon a vulnerable information infrastructure. 



“The Joint Campaign should fully exploit the information differential, that is, the superior access to and ability to effectively employ information on the strategic, operational, and tactical situation which advanced U.S. technologies provide our forces.”



Figure 1-3-1.  Joint Pub 1 Quote



During the past three decades, when automated data processing was primarily confined to mainframe computers operating in physically secure facilities, the Congress attempted to define the responsibilities of Federal government organizations and officials for the protection and privacy of information.  These attempts notably improved the fields of computer security (COMPUSEC), communications security (COMSEC), and information systems security (INFOSEC) in protecting information and the privacy of individuals.



Still, responsibilities for the protection of the information infrastructure and the privacy of the information contained in the infrastructure have not been well defined.  Most of the legislative requirements for the protection and privacy of information apply only to the Federal government.



During this same period, the successful performance of essential economic and national security-related functions became more and more dependent on automated information systems.  Banking, retail, telecommunications, and other industries automated operations for cost, competitive, and other reasons.  Government and military organizations automated key functional activities to improve response times, save costs, and better meet perceived threats.



Within the last decade, personal computers, workstations, data bases, and mainframes have been interconnected into distributed information networks.  This interconnection is continuing at an ever-increasing rate.  Through the Internet and other data networks, government networks are interconnected with commercial networks, which are interconnected with military networks, which are interconnected with financial networks, which are interconnected with the networks that control the distribution of electrical power, and so on.  It is now almost impossible to distinguish where one network ends and another begins in this extensive and complex information infrastructure.



1.4  THE NATURE OF INFORMATION WARFARE



Information infrastructures are vulnerable to attack.  While this in itself poses a national security threat, the linkage between information systems and traditional critical infrastructures has increased the scope and potential of the information warfare threat.  For economic reasons, increasing deregulation and competition create an increased reliance on information systems to operate, maintain, and monitor critical infrastructures.  This in turn creates a tunnel of vulnerability previously unrealized in the history of conflict.  Within the last 2 years, electronic intruders have penetrated major U.S. telecommunications carriers and Internet service providers; many international Post, Telegraph, and Telephone organizations; and a wide variety of end-user systems.  [BELLCORE]  These intruders have included foreign intelligence agents, economic espionage agents, organized crime members, drug cartel members, private detectives, hackers, and insiders.  The nature of information warfare, exemplified by Figure 1-4-1, further complicates information protection/assurance.





�



Figure 1-4-1.  The Nature of Information Warfare





Information warfare offers a veil of anonymity to potential attackers.  Attackers can hide in the mesh of internetworked systems and often use previously conquered systems to launch their attacks.  The lack of geographical, spatial, and political boundaries offers further anonymity and legal and regulatory arbitrage; this lack also invalidates previously established “nation-state” sanctuaries.  Information warfare is also relatively cheap to wage, offering a high return on investment for resource-poor adversaries.  The technology required to mount attacks is relatively simple and ubiquitous.  Demand for information will dramatically increase while the capacity of the information infrastructure will decrease relative to demand.  The law, particularly international law, is currently ambiguous regarding criminality in and acts of war on information infrastructures.  This ambiguity, coupled with a lack of clear designated responsibilities for electronic defense hinders the development of remedies and limits response options.  Unless remedied by organizational, legal or regulatory actions, many of these characteristics will be a part of the future reality of IW.  In any case, the part that may be brought under control is the assignment of responsibility and authority under law and policy to enhance our position and protect our most vital interests.
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�SECTION 2

ENVIRONMENTAL CONSIDERATIONS



This section discusses the environments within which information warfare must be examined.



Section 2.1 discusses the complex nature of functional activities and the underlying infrastructures upon which they depend.  It discusses the nature of the information infrastructure, its vulnerabilities, and some of the ongoing activities to improve the assurance of the infrastructure.



Sections 2.2, 2.3, and 2.4 focus on laws, regulations, and policies most relevant to information assurance(in particular, those that identify key roles, functions and responsibilities.  Public law applies to all U.S. citizens.  It forms the capstone documentation which defines organizations and their responsibilities and which bounds their information warfare/information assurance-related activities.  Regulations have the full force and effect of law, are associated with permanence, and apply to all U.S. citizens.  Policy generally applies to some subset of the population and may change with administrations.



Section 2.5 discusses technology in the communications and information security fields and presents the results of recent studies on technologies relevant to information assurance.



Section 2.6 discusses the intelligence environment and some of the challenges faced by the intelligence community. 
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�2.1 INFRASTRUCTURES



WHAT’S NEW?



This section now:



Discusses U.S. dependencies on vulnerable infrastructures.

Illustrates the vulnerability with a discussion of the electric power generation and distribution infrastructure.

Introduces the concepts of infrastructure protection and infrastructure assurance.

Presents some emerging frameworks for understanding the concepts.

Provides additional detail on emerging information infrastructure assurance activities.





2.1.1  Introduction



This section discusses the complex nature and interdependencies of functional activities and infrastructures (including the information infrastructure and associated telecommunications networks, which serve as the foundation for the other infrastructures and the functional activities they support).  This section discusses the nature of these infrastructures, their vulnerabilities, and some of the ongoing activities to improve the assurance of the information infrastructure in particular.



2.1.2  Functional Activities and Infrastructures



The production and delivery of goods and services directly affects the national and economic security of the United States and directly influences the readiness of the military forces.  The delivery of these goods and services depends on the complex interactions of various functional activities, industries, commodities, and political, economic, and social conditions.  



Consider, for example, the functional activity of deploying a military force from the United States to deal with a regional crisis.  This deployment requires moving individual units to ports of embarkation, transporting those units to the region of interest, and employing the force to deal with the crisis.  If this deployment involves a sizable force, these activities depend, in turn, on the use of the Nation’s transportation infrastructure.  Coordinating the activities depends on an effective telecommunications infrastructure.  Both the transportation and telecommunications infrastructures depend on the availability of electrical power, which depends on the availability of sufficient energy sources to produce the needed electrical power.  Coordinating transportation activities and providing electrical power also depend on an effective telecommunications infrastructure.  



Figure 2-1-1 illustrates some components of national and economic security and their possible interactions and interdependencies.  [USD(P)]  In the figure, the infrastructures shown in white illustrate the interdependencies listed in the example.

�



Figure 2-1-1.  Components of National and Economic Security



This example forms the basis for several policy questions:  What is the legitimate role of the DoD or the Federal government in ensuring the availability of these infrastructures to support critical functions?  Who should pay for improvements needed to ensure availability?  Who should guide the needed efforts?  Because of a growing understanding of infrastructure dependencies, these and many similar policy questions are now being asked.  While this report does not answer the questions, it does explain some of the complexities of the problem, in the hope of facilitating discussions which will lead to the answers.



In general, U.S. infrastructures are extremely reliable and available because they have been designed to respond to disruptions, particularly those caused by natural phenomena.  Redundancy and diverse routing are two examples of design techniques used to improve reliability and availability.  However, deregulation and increased competition cause companies operating these infrastructures to rely more and more on information technology to centralize control of their operations and to provide service to their customers. This centralization and the increased reliance on broadly networked information systems increase the vulnerabilities of the infrastructure and the likelihood of disruptions or malevolent attacks.  A brief discussion of the electric power generation and distribution infrastructure will illustrate some of these points.



�2.1.3  Electric Power Generation and Distribution Infrastructure



Electric power is produced by generating plants and delivered to customers via the transmission, subtransmission, and distribution systems.  Interties, or transmission lines and control lines, interconnect adjoining power systems and control areas.  Most utilities employ a primary and a back-up control center.  The control centers monitor the generating plants, the transmission and subtransmission system, interties, the distribution system, and, in some cases, customer loads or service entrances.  Distribution control centers are used in very large utilities to control portions of the subtransmission and distribution facilities.  In some cases, control centers are established by regional power pools formed for the purpose of sharing loads and providing additional generation capacity.  In general, control of the infrastructure is exercised at the local level (e.g., circuit breakers at the generators), at the utility level (e.g., the central control center), and at the regional power pool level. 



The basic structure of an electric power system is shown in Figure 2-1-2.



�



Figure 2-1-2.  Electric Power System





Electric utilities devote significant resources to applying centralized automation technology involving the extensive use of high-speed digital computers, supervisory and control systems, communications systems, and telemetering systems.  Figure 2-1-3 illustrates a typical central control center configuration.
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Figure 2-1-3.  Typical Central Control Center Configuration





The Energy Management System (EMS) is the heart of the control center operation.  It consists of computer hardware, operating systems, and applications for many functions such as on-line power flow, generator scheduling, load forecast, load management, frequency control, and the like.  The Supervisory Control and Data Acquisition (SCADA) system serves as the interface between the remotely monitored and controlled devices of the power system, the EMS, and the control center personnel.  In some newer applications, EMS and SCADA are being combined and use a common operating system and data bases.



The SCADA system polls the remote terminal units (RTU) for status information (e.g., voltage, frequency, phase angles, power flow, alarms) and passes status information to the EMS.  The status information is processed by the EMS and displayed on the dispatcher’s console.  The dispatcher may elect to take corrective action such as opening circuit breakers or switching loads.  These action commands are transmitted by the SCADA system in the form of control signals to the appropriate RTU which, in turn, converts the control signals into the form necessary to manipulate the appropriate devices.  In cases requiring rapid intervention, the EMS initiates controls signals without dispatcher intervention.



The Automatic Generation Control (AGC) provides supplementary control functions to generating units to meet economic and load-frequency criteria of the power system and based on the scheduling, forecasting, and analysis performed by the EMS.  



The communications interface links the SCADA with the various communications media used to transmit the status and control signals.  These communications media include microwave radio, fiber-optic networks, dedicated and leased lines, satellite radio, and the public switched network in general order of prevalence.  In addition, some utilities use a Power-line Carrier (PLC) technology which enables the transmission of very low frequency (and low bandwidth) signals over the electrical transmission and distribution conductors. A local area network (LAN) interconnects the EMS, AGC, SCADA, and display consoles.  In many cases this LAN is connected through a gateway (G) to a utility wide area network (WAN).



Because of deregulation and increased competition, the power industry is moving more and more toward the use of open systems, standard protocols, and home-based access for maintenance during evening hours, using remote access to LANs.  Because of recent Federal Energy Regulatory Commission rulings on equal transmission access for power generation entities, a growing number of power providers, transmission providers, and users are using the Internet-based Open Access Same Time Information System (OASIS) to advertise and purchase power and transmission capability.  [KEMA-ECC]



The Information Science and Technology (ISAT) 1995 Summer Study on Survivable Distributed Information Systems included a case study on the electric power generation and distribution infrastructure.  [DARPA]  The study team found that commercial LANs and workstations are used throughout the infrastructure and that more and more utilities are employing modern open-system architectures and standardized public protocols.  The team also found security loopholes in the form of Internet connectivity and dial-in modem ports for maintenance operator access to the control system LAN.  The study team postulated a possible attack scenario and resultant disruption.  The threat of such an attack is very low, however; a successful attack would require fairly detailed knowledge of the SCADA and EMS systems and protocols.



The information and control component of the power generation and distribution infrastructure is very similar to that of other infrastructures.  The gas and oil storage and distribution infrastructure also uses the SCADA system and protocols extensively.  The complexity of the information component of these infrastructures, however, pales in comparison to the complexity of the transportation and finance and banking infrastructures.



This section is based on the work of the Joint Program Office for Special Technology Countermeasures.  [JPO 1]



2.1.4  Infrastructure Protection



As a result of the growing dependencies on information technology, the centralization of control, and the recent acts of terrorism directed against government and commercial interests within the United States, in late 1995 the President signed Presidential Decision Directive (PDD) 39.  This directive protects certain critical infrastructures.  Infrastructures such as those associated with transportation, power generation and distribution, and national information, are considered critical because they support the national and economic security interests of the United States.  The DoD, in particular, depends heavily on these infrastructures.  Each of these critical infrastructures has a significant information component.  Protecting the infrastructure will depend on protecting the information component. 



Protection against physical and electronic attacks and ensuring the availability of the infrastructures will be complicated.  These infrastructures are provided mostly (and in some cases exclusively) by the commercial sector; regulated in part by federal, state, and local governments; and significantly influenced by market forces.  Commercial services from the national information infrastructure provide the vast majority of the telecommunications portion of the DII.  These services are regulated by Federal and state agencies.  Local government agencies regulate the cable television portion of the information infrastructure.  Power generation and distribution are provided by very diverse activities(the Federal government, public utilities, cooperatives, and private companies.  Interstate telecommunications are regulated by the Federal Communications Commission, intrastate telecommunications by the state public utilities commissions.  Interstate power distribution is regulated by the Federal Energy Regulatory Commission, intrastate power generation and distribution by the state public utilities commissions.



To add to this confusion, the Telecommunications Act of 1996 decreases regulation of the industry and encourages the eventual entry of long-distance telecommunications, local telecommunications, and cable television service providers into each other’s markets.  This deregulation will increase competition and reduce the cost of services.  Power industry utilities, for example, are very interested in using their extensive rights-of-way to homes and businesses to leverage their entry into the telecommunications market.  Utilities are already testing these concepts, introducing several new players into the telecommunications infrastructure.



There are, however, several factors influencing infrastructure assurance.  The most significant of these factors is the market.  Competitors providing services within an infrastructure will invest to ensure robust and reliable service, but only to the extent necessary to retain or grow market share.  Regulation of service providers within an infrastructure is generally undertaken to ensure safety and availability of service or to control the price of the service.  Potential liability is another factor which influences a service provider to ensure robust and reliable service.  It is interesting to note, however, that an acknowledgment of infrastructure vulnerabilities increases the potential liability of a service provider; the service provider is less likely to acknowledge or share information about those vulnerabilities.  



The interaction of these market, regulatory, and potential liability forces in an environment of rapid change (such as the telecommunications market) cannot be predicted, let alone fully understood.  It is important, however, to recognize the potential influence of these forces in determining infrastructure protection strategies for the near future.



2.1.5  Infrastructure Assurance



Infrastructure assurance differs from infrastructure protection in subtle, yet important, ways.  Infrastructure protection means protection of an infrastructure from physical or electronic attack.  Infrastructure assurance includes those actions needed to ensure readiness, reliability, and continuity of infrastructures.  These actions make the infrastructure less vulnerable to disruptions or attack; restrict damage in the event of a disruption or attack; and enable the infrastructure to be readily reconstituted to reestablish vital capabilities.  [CIWG]



Translating the concept of infrastructure assurance into an understanding of reality requires some framework for relating the conceptual actions to ongoing actions in “the real world.” One such emerging framework is the infrastructure assurance model.  This model is based on a recently promulgated policy document, CJCSI 6510.01A, Defensive Information Warfare Implementation [CJCS].  Similar concepts are also found in a draft management plan [DISA] and some of the preliminary activity of the Defense Science Board Task Force on Information Warfare Defense.



The infrastructure assurance model (or framework) consists of the following functional requirements:  deter information warfare;  protect the infrastructure from disruptions, intrusions, and attack;  provide indications and warning of strategic threats to the infrastructure, detect disruptions of, intrusions into, and attacks against the infrastructure; restore services; and initiate the response process.  In general, deter and protect are preparedness requirements.  Detect, restore, and respond are operational requirements.  Infrastructure assurance is a balanced investment in meeting these requirements so as to “achieve surety of readiness, reliability, and continuity of infrastructures.”  



In the information age as in the nuclear age, deterrence should be the first line of defense.  Technology to conduct information warfare is simple and ubiquitous; some form of protection is essential.  It is technically and economically impossible to fully protect the infrastructure (or avoid all risk).  The risk can be managed, however, by protecting selected portions of the infrastructure that support functions and activities necessary for maintaining national economic and security interests.  To ensure the continuance of these critical functions and activities in the presence of disruptions or attacks requires the detection of disruptions, intrusions, and attacks.  Since the information components of the infrastructures are extensively interconnected, an intrusion into or attack against one portion of the overall infrastructure might well cascade into other parts of the infrastructure or into other infrastructures.  Consequently, there is a need to contain the “battle damage,” prevent cascading effects, and restore the infrastructure to its full-service capabilities.  Finally, some form of response to the intrusions or attacks may be necessary to deter future intrusions or attacks.  Because response could involve some form of offensive information warfare, it will not be addressed in any significant detail in this report.



Table 2-1-1 and Figure 2-1-4 further describe the infrastructure assurance model.



�Table 2-1-1.  Infrastructure Assurance Model



Deter�Address international issues.

Enact necessary legislation.  Actively enforce the law.

Implement required regulations.

Promulgate clear policy.

Institute awareness, training, and education programs.

Establish management controls.

Coordinate efforts.

Allocate necessary resources.

Develop an effective protect, detect, restore and response capability.��Protect�Develop and implement plans for a protected information environment (risk management).

Analyze the risk (objects, vulnerabilities, threat, impact).

Identify risk reduction possibilities.

Get management decision on acceptable risk.

Develop risk reduction plan (scope and standards for protection).

Develop, implement, and maintain safeguards.

Test, review, and audit safeguards.

Employ advanced technology.��I&W�Provide needed strategic intelligence support.

Provide needed C4 for dissemination of strategic warning.��Detect�Provide near real-time detection of disruptions, intrusions, attacks.

Share sensitive information (threats, vulnerabilities, intrusions, attacks)  - competing interests:  intelligence, law enforcement, the market, privacy.

Conduct exercises.��Restore�Assess “battle damage” - determine nature and extent of damage to formulate tactical warning and establish reallocation and restoration priorities.  (Part of Attack Assessment)

Warn users and operators.  (Tactical Warning)

Isolate and contain the “battle damage.”

Reallocate key infrastructure capacity and services to critical functions and activities.  (Continuity of Operations)

Restore the infrastructure to its full operational capability.��Respond�Ascertain the nature, severity, sponsorship, complicity of attacks (acts of war) for proper response.  (Attack Assessment)  

Explore the range of options:

Civil prosecution.

Criminal prosecution.

Military force.

Informational persuasion.

Diplomatic action.

Economic mandates.

Use direct action or perception management.

Restore deterrence based on credible, flexible, and alert defenses.

��

��



Figure 2-1-4.  Infrastructure Assurance Model





The model is scalable and infrastructure independent.  It can be applied equally well to a local area network environment or to a natural gas distribution network.  The table includes references to indications and warning, attack assessment, tactical warning, and continuity of operations.  These terms are military terms which are explained in the glossary.  They are included to aid in understanding of the model.  It should also be noted that indications and warning is traditionally a strategic intelligence function, while the remainder are operations functions.  Section 2.6, Intelligence Environment, discusses the difficulty of conducting intelligence collection and fusion to permit strategic indications and warning.



Figure 2-1-5 provides a view of the critical infrastructures and some of the organizations which are involved in infrastructure assurance through oversight, providing emergency services, regulation, and market-driven operation of the infrastructures.  The figure provides a framework for understanding the complexity of infrastructure assurance, emphasizes the number and diversity of organizations involved, and, for the telecommunications infrastructure, shows some of the ongoing infrastructure assurance activities.  



The top layer includes the Executive Branch departments and organizations involved in developing policy and procedures, along with some subordinate departmental organizations with oversight or regulatory responsibilities.  The next layer of organizations includes a representative sampling of the Independent Establishments and Government Corporations.  These organizations are, for the most part, created by the Congress for regulatory control.  The critical infrastructures are shown as elongated rectangles in the lower right portion of the figure.  Note that one of the infrastructures is telecommunications, the foundation for the larger information infrastructure.  These infrastructures are arrayed under those Executive Branch departments, Independent Establishments, and Government Corporations which have some specified oversight or regulatory control over the infrastructures.  [USGM]  



The Federal Response Plan outlines responsibilities for various agencies in responding to natural disasters, technological emergencies, and other incidents requiring Federal assistance.  [FEMA]  Because of the relation between these disaster and emergency situations and infrastructure assurance, it is important to note which agencies have responsibilities under the Federal Response Plan for the critical infrastructures.  (For more information on the Federal Response Plan, see the reference or the organizational summary for FEMA in Appendix A.)  Advisory, operations, and infrastructure assurance activities are shown in the lower left portion of the figure.  In some cases, associations play a role in infrastructure assurance.  For example, the North American Electric Reliability Council (shown at the bottom of the figure) is an association of electric utilities which develops technical operating standards for the electrical power infrastructure.  Some of the involved organizations and infrastructure assurance activities are shown for the telecommunications infrastructure.  Section 2.1.8 outlines some of these activities.  The acronym listing and the index also provide more detail about these organizations and their activities.
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Figure 2-1-5.  Critical Infrastructure Protection



As suggested in Table 2-1-1, one of the key first steps in infrastructure assurance is that of risk analysis.  Several recent studies [DARPA] [JPO 2] [NSTAC 1] [RVWG] and some planned studies [CIWG] [JS] [NSTAC 2] include some risk analysis. Table 2-1-2 shows the infrastructures of interest in these studies.  The table indicates the diversity of interest, lack of consistent definition, and variety of activities involved in the infrastructures.  Some of these infrastructures are consumer oriented; others are generation and distribution oriented.  It is not possible to postulate overlap in effort because of differences in approach, methodology, and purpose of the studies.



Table 2-1-2.  Infrastructure Risk Analysis Activities



�[CIWG]�[DARPA]�[JPO 2]�[JS]�[NSTAC 1]�[NSTAC 2]�[RVWG]��

INFRASTRUCTURES������������������Banking and Finance�X�X����X���Education�������X��Electric Power�X�X�X���X���Emergency Services�X��������Energy����X�����Energy Distribution & Supply�������X��Entertainment�������X��Financial�������X��Gas and Oil Storage & Trans.�X��������Government Operations�X��������Health Care�������X��Information����X�����Information Distribution�������X��Intelligence����X�����NS/EP & Public Safety�������X��Telecommunications�X�X�X�X�X�X���Transportation�X��X�X��X�X��Water Supply�X��������



The remainder of the report will focus on the information infrastructure.

 

2.1.6  Nature of the Information Infrastructure



Most economic and national security functional activities use the information infrastructure, and in particular the telecommunications networks.  In the private sector, these economic activities include such actions as governing, banking, and manufacturing in the private sector.  In the national security environment, these activities might include transportation, logistics, pay and other monetary disbursements, manpower and personnel actions, and training.  



The information infrastructure supports all of these activities, and it is difficult to distinguish which portions of the infrastructure support which functional activities.  Therefore, this discussion will address the general nature of a singular, total information infrastructure, its vulnerabilities, and some of the activities under way to improve the assurance of the infrastructure.



The information infrastructure is extremely complex.  There is no simple way to define it, to establish its bounds, to measure its impact, or to identify clear responsibilities for the evolution, operation, maintenance, and repair of the infrastructure.  Therefore, the various views of the infrastructure presented by this report only partially address the complexity.  



While it is not possible to accurately estimate the size or value of infrastructures, a rough estimate can be made based on trade press estimates, federal budget requests, and other such sources.  Figure 2-1-6 shows the estimated relative size of the Global Information Infrastructure, the National Information Infrastructure, Government Services Information Infrastructure (Federal government only), and the Defense Information Infrastructure.  It is clear that the DoD and the Federal government are not sizable market forces and, therefore, not capable of solely or significantly influencing the direction (and assurance) of the information infrastructure on a purely economic basis.  Public policy will be necessary as a supplement to market forces to define, achieve, and maintain the required levels of assurance.



�



Figure 2-1-6.  Information Infrastructures in Perspective



One way of viewing the information infrastructure is in terms of its basic components.  In very simple terms, the information infrastructure comprises the components necessary for the transmission of information, the information itself, the means for creating, gathering, and processing data to obtain information, and the storage of the data and information.  In the broadest sense, the infrastructure consists of data, information, equipment, facilities, telecommunications, and people.  Table 2-1-3 provides examples of typical information infrastructure components.  [IITF]



Table 2-1-3.  Typical Information Infrastructure Components



Cameras

Scanners

Keyboards

Telephones

Fax Machines

Computers

Switches

Compact Disks

Video and Audio Tape�Cable

Wire

Satellites

Optical Fiber

Microwave Nets

Switches

Television

Monitors

Printers��

Another way of viewing the information infrastructure is as a collection of various networks and services.  Some of these networks and services, such as the Internet and the public switched telephone and public data networks, have an identity of their own and are clearly an integral part of the information infrastructure.  Others, such as the financial networks and services, have been developed within a specific industry and have evolved into a complex integrated networks necessary to provide responsive support to the customer. Table 2-1-4 shows some of these networks and services.



Table 2-1-4.  Typical Information Infrastructure Networks and Services



Internet

Public Switched Telephone Network

Public Data Networks

Cellular Networks

Commercial Satellite Networks

Broadcast Radio Networks

Broadcast TV Networks

Cable TV Networks

Defense Data Network

Encryption�Direct Broadcast Satellite (TV)

On-line Services

Publishing Services

Entertainment Services

Financial Networks and Services

Power Networks

Transportation Networks

Public Safety Networks

FTS 2000��

The information infrastructure can also be thought of in terms of the various domains it serves. Table 2-1-5 shows some of these domains.  In reviewing the table, it should be evident that the infrastructure contains a vast amount of sensitive information.



�Table 2-1-5.  Typical Information Infrastructure Domains



News

Health and Safety

Navigation

Weather

Government�Transportation

Entertainment

Intelligence

Military

Law Enforcement��

The information infrastructure should also be considered in terms of the stakeholders with an interest in the future evolution of infrastructure.  Table 2-1-6 shows some typical stakeholders.  The military needs an extremely reliable and robust infrastructure to ensure the availability of critical information during times of crisis.  U.S. citizens insist on protection of their individual rights, particularly the right to privacy.  On the other hand, sellers of information content insist on universal service to increase their market.



Table 2-1-6.  Typical Information Infrastructure Stakeholders



�Federal government

Military

The Economic Marketplace

Industries

Industry Alliances

Congress

State Governments

Regional Governmental Alliances�Public Servants

Academia

International Economic Groups

International Political Groups

Labor Organizations

Local Governments

Public Interest Groups

��

The infrastructure will be shaped by the interests of these stakeholders.  For example, the Federal government may seek to intervene in the evolution of the infrastructure for national security and other considerations. Table 2-1-7 shows some of the typical stakeholder interests which may be unique to individual stakeholders or shared by groups of stakeholders.



Table 2-1-7.  Typical Information Infrastructure Stakeholder Interests



Universal Service

Information Assurance

Intellectual Property Rights

Interconnection

Interoperability

Ownership

Pricing

Jobs�Regulation

Privacy (Security)

Spectrum Management

Standards and Protocols

Technologies

User Education about Vulnerabilities

User Friendly Interfaces

National Security��





It should be clear that there is no single view of the information infrastructure, nor is there a simple way of understanding its complexity.  The evolution of the infrastructure (past, present, and future) was, is being, and will be formed by a multitude of competing interests and technologies.  Access to the infrastructure is essentially unlimited.  Access to the sensitive information located throughout the infrastructure is not well managed.  For example, recent tests by the Defense Information Systems Agency (DISA) revealed that 65 percent of targeted computers could be penetrated, only 4 percent of the successful penetrations were detected, and only 27 percent of the detections were reported. [GAO]



2.1.7  Information Infrastructure Vulnerabilities



The information infrastructure is vulnerable to many disruptive forces including natural events, mistakes, technical failures, and malicious acts:



A lightning strike on a critical node in a network may cause node failure; an earthquake or hurricane may not only physically disrupt the network but also cause network congestion, another source of disruption.

Inadvertently erasing a data base containing terrain data critically needed for a cruise missile strike may compromise a key part of an offensive strike.

Cutting a fiber-optic cable with a backhoe may result in the loss of a primary telecommunications link.

Power failure at a critical network node may cause a significant loss of data and information and may isolate portions of the network.

Corruption of key network management data by a network manager can cause many networks to fail.

Viruses introduced by an enemy agent located in a safe haven can cause a network to become overloaded and ineffective or to break down at a critical juncture.



The disruptive nature of such occurrences, whether maliciously or unintentionally caused, was demonstrated in 1988, when a software worm released into the Internet infected over 6000 host computers worldwide in less than 2 hours, and in 1991, when the near-total shutdown of telephone service in the Baltimore-Washington area was caused by a one-byte coding error—a “d” was replaced with a “6.”  



Over the past two years, unknown intruders have penetrated major U.S. telecommunications carriers, major Internet service providers, many international Post, Telegraph, and Telephone entities, and a wide variety of end-user systems.  Targets of these intrusions have included those shown in Table 2-1-8.  [BELLCORE]

�Table 2-1-8.  Targets of Intrusions



Service Control Points

Signal Transfer Points

Network Elements

Network Element Managers

X.400 Gateway Systems

Billing Systems�Provisioning Systems

Loop Maintenance Systems

Document Support Systems

X.25 Packet Data Networks

Digital Cross Connect System

Research and Development Systems��



Given the extreme dependence of our national and economic security upon the information infrastructure, it is prudent to assume that the infrastructure will be the target of an information warfare attack.  According to Sun Tzu, “It is a doctrine of war not to assume the enemy will not come, but rather to rely on one’s readiness to meet him; not to presume that he will not attack, but rather to make one’s self invincible.”



Section 2.6 discusses possible adversaries in any such attacks.  These attacks may take several different forms:



Physical (electrical and other) attacks on infrastructure components such as computers, communications, software, data, cables, and the control process.

Physical attacks on infrastructure support such as buildings, power, and environmental control units.

Physical attacks on or subversion of operating and support personnel.

Logic (software) attacks on infrastructure components.

Logic attacks on computer-controlled environmental control units.

Combined physical and logical attacks to mask one or the other.

Logic attacks on data (destruction or disruption).



If the infrastructure is directly attacked, it is not known which portions of the infrastructure will be affected, or what effect the loss of portions of the infrastructure will have on the performance of essential functional activities.  Because of the extensive internetworking, the second- and higher order effects (e.g., trust and confidence in the infrastructure) of such attacks cannot be predicted.  These areas require study and research.



2.1.8  Information Infrastructure Assurance



Information infrastructure assurance is not necessarily a new concept.  During the Cold War, the DoD (and the Federal government) took extraordinary steps and made significant investments to ensure the survivability of the telecommunications infrastructure.  The Minimum Essential Emergency Communications Network and the Milstar program are two of many examples.  While the principles of assurance have not necessarily changed, the environment has changed enormously.  The DoD can no longer afford to operate self-contained systems and networks.  Distinguishing between telecommunications and information systems and processes is becoming more and more difficult.  Everything is interconnected, which means nearly everyone has a vested interest.



Information infrastructure assurance will not be easy to achieve.  Given the dependence of the DII on the national information and power generation and distribution infrastructures, assuring the availability of DII services will be an equally difficult endeavor.  However, several efforts are under way to address many of these issues.  It is not within the scope of this report to describe all of these activities in exhaustive detail.  The following paragraphs, however, provide a sampling of these activities from a DoD, a Federal government, and a national-level perspective.



Several offices within the Office of the Secretary of Defense (OSD) and the Joint Staff are assessing infrastructure reliability, including net assessments, policy reviews, assessments of current and planned programs, and a National Defense Infrastructures Survivability Study.



Among the Defense Agencies, Defense Information Systems Agency (DISA) is primarily responsible for protecting the DoD portion of the information infrastructure.  DISA has published documents related to the protection of the Defense Information Infrastructure and intends to expand its Defensive Information Warfare (IW-D) Management Plan to include related Service and Agency plans.  The National Security Agency (NSA) has research and development activities under way in the area of INFOSEC. The Defense Advanced Research Projects Agency (DARPA) recently combined two primary research areas, one in the IW-D area and one in the INFOSEC area, into an Information Survivability Program.  These DARPA research activities will deal with selected information infrastructure vulnerability and reliability issues and, to the extent possible, will be conducted on a cooperative basis with industry.  Finally, the Defense Science Board Task Force on Information Warfare Defense will report its findings and recommendations in late summer of 1996.  It is expected that the DSB Task Force will make several recommendations regarding the establishment of organizations charged with collecting and sharing sensitive information on NII and DII operations, threats, vulnerabilities, intrusions, and attacks.



From a Federal government perspective, PDD 29, signed in the latter part of 1994, created the Security Policy Board.  This Board addresses a variety of security issues, including information systems security and risk management.  [WH 2]  The Security Policy Board considers, coordinates, and recommends for implementation to the President, through the Assistant to the President for National Security Affairs, policy directives for U.S. security policies, procedures, and practices.  The Security Policy Board is the principal mechanism for reviewing and proposing to the NSC legislative initiatives and executive orders pertaining to U.S. security policy, procedures, and practices that do not fall under the statutory jurisdiction of the Secretary of State.  This Board coordinates the development of interagency agreements and resolves conflicts that may arise over the terms and implementation of these agreements.  In coordinating security policy, procedures and practices, the Policy Board ensures that all U.S. Departments and Agencies affected by such decisions are allowed to comment on such proposals.



PDD 29 also established a Security Policy Advisory Board to serve as an independent, non-governmental advisory body.  Five members, including a Chairman, will be appointed by the President for terms of up to 3 years.  As of June, 1996, the Chairman and two members have been appointed and are being briefed in preparation for their first meeting.  The Chairman will report annually to the President through the Assistant to the President for National Security Affairs on the implementation of the four policy principles, as shown in Figure 2-1-7.  The Security Policy Advisory Board will also provide a non-governmental and public interest perspective on security policy initiatives to the Security Policy Board and the intelligence community.



Figure 2-1-7 also shows membership and organization of the Board.
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Figure 2-1-7.  U.S. Security Policy Board



A second Federal government-level activity is the National Communications System (NCS).  The National Communications System is a confederation of the telecommunications assets of 23 Federal departments and agencies.  Over 90 networks, such as the Diplomatic Telecommunications Service, FTS 2000, the Defense Switched Network, the Justice Telecommunications Service, and the FEMA Switched Network, make available an extensive array of telecommunications and data services to the NCS member organizations.  A few of the specific NCS programs and information assurance activities include:



GETS.  The Government Emergency Telecommunications Service provides National Security/Emergency Preparedness (NS/EP) users with dependable and flexible switched voice and voice-band data communications during times of extreme emergency or war.  GETS derives its service from the assets and capabilities of the Public Switched Network (PSN).  This emergency telecommunications service is provided by a variety of techniques.  One technique restricts access to the priority services to only NS/EP users.  Another technique provides priority treatment for GETS calls in the form of priority trunk queuing and reservation, exemption from restrictive management controls (e.g., call blocking) imposed during periods of excessive network loading, and uses a special NS/EP identifier for priority call identification and call set up.  Finally, routing of the NS/EP calls through the network is accomplished by an enhanced process which increases the number of possible routes searched(in normal operations, a trunk busy signal is returned to the originator of the call in the event the signaling system makes three unsuccessful attempts to find a route to the call destination.  



TSP.  The Telecommunications Service Priority System establishes the regulatory, administrative, and operational framework to authorize the priority provisioning and restoration of NS/EP telecommunications services by the local and long-distance telecommunications carriers.  Five levels of priority are provided for the restoration of service and an additional level designated “Emergency” is available for the provisioning of service.



NTMS.  The National Telecommunications Management Structure provides a comprehensive, survivable, and enduring management capability for initiating, coordinating, restoring, and reconstituting the telecommunications resources of the Nation.  The Structure includes a cadre of emergency telecommunications managers from both industry and government taking policy direction and guidance from the Director, OSTP.  By Executive Order, the Director, OSTP, is assigned responsibility for directing the exercise of the President’s wartime authorities over domestic telecommunications which derive from the Communications Act of 1934.  In emergencies or crises in which the exercise of the President’s war power functions is not required or permitted by law, the OSTP Director is charged with the responsibility to advise and assist the President and Federal departments and agencies with the provision, management, or allocation of telecommunications resources.  The structure consists of over 50 industry and government operations centers located throughout the United States.  The focal point for these centers is the National Coordinating Center located in the Washington, DC, area and staffed by government and telecommunications industry representatives.  The structure is supported by a multimedia National Telecommunications Coordinating Network, which provides communications connectivity for the exchange of minimum essential telecommunications management information.



GNSIE.  The Government Network Security Information Exchange was formed in conjunction with the NSTAC NSIE for the purpose of sharing information on threats, vulnerabilities, and intrusions among government agencies and with industry.



At the national level, two organizations are of interest:  the President’s National Security Telecommunications Advisory Committee and the Information Infrastructure Task Force.



The NSTAC was created by EO 12382 (see Figure 2-3-4 in Section 2-3) in the aftermath of the divestiture of AT&T and the deregulation of the telecommunications industry.  The NSTAC provides the President with advice and information on national security and emergency preparedness telecommunications.  Some of its ongoing infrastructure assurance activities include:



NIITF.  The National Information Infrastructure Task Force of the NSTAC is developing the concept and charter for an Information Systems Security Board (ISSB) to serve as a security center of excellence.  The goals of the Board will be to adopt security evaluation standards and techniques; coordinate development of security standards; develop and promulgate methodologies for testing and rating security products and services; and educate private, corporate, and organizational users, providers, and decision makers about security issues.  It is anticipated that the Board will be based on the Financial Accounting Standards Board model and that it will be a private-sector based, privately funded organization with members coming from the user community, the service provider community, the vendor community, and professional associations.



NSIE Risk Assessment.  The Government and NSTAC Network Security Information Exchanges of the NSTAC recently published their most recent assessment of the risk to the public switched network from electronic intrusion. [NSTAC 1]  The report entitled An Assessment of the Risks to the Security of Public Networks, December 1995, revealed that the risk is greater than that described in the 1993 report; that deterrent capabilities are increasing, but not fast enough to meet the threats; that protection measures are improving, but not fast enough; that R&D is insufficient; and that there is no nation-wide indications, warning, and assessment capability.



IATF Risk Assessments.  The President has asked the NSTAC to investigate efficient and innovative ways to protect critical information systems and networks.  In response, the Information Assurance Task Force of the NSTAC, in conjunction with the Office of the Manager, National Communications System, will conduct risk assessments of the information systems and networks that support three of the nation’s critical infrastructures:  energy (specifically, power generation, transmission, and distribution), finance, and transportation.  The energy assessments began in May, 1996, and should be completed by the end of 1996.  It is expected that the other two will be completed by the end of 1997.



CPAS Assistance.  The Federal government is attempting to implement a Cellular Priority Access Service for critical NS/EP users.  The NSTAC Wireless Services Task Force has provided advice, assistance in standards development, and implementation support to users and service providers.  



One aspect of infrastructure assurance is sharing information about attacks experienced and conducting an open dialog about related security issues.  NCS and the NSTAC have established a process that enables telecommunications and information industry members to share sensitive, competitive information regarding threats, vulnerabilities, and intrusions without violating antitrust restrictions.  This process, based on extensive non-disclosure agreements and a hierarchy of information sensitivity, also allows government and industry to share similar information.  Both the NSTAC and the Federal government formed Network Security Information Exchanges to implement the process.  Each NSIE consists of approximately nine member organizations.  The NSIEs meet jointly every two months and individually as necessary.  For the NSTAC NSIE meetings and the joint meetings, a Designated Federal Official is always in attendance to preclude the possibility of anti-trust issues being raised.  Figure 2-1-8 illustrates the entities that were created to facilitate this sharing of information.
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Figure 2-1-8.  NSTAC-NCS Model for Sharing Sensitive Information



Given the market forces at play, it is clear that some form of incentives and indemnification will be required for private industry to share its most sensitive information.  [USSPB]  It is interesting to note that by the Price-Anderson Act of 1957, the nuclear power industry was granted some limits on liability for nuclear accidents in exchange for regulation and oversight (primarily operational and safety inspections) by the Federal government.  [USNRC]



The second national level activity oriented on infrastructure assurance (specifically reliability, security, and privacy) is the  Information Infrastructure Task Force (IITF) (shown in Figure 

2-1-9), which was created by the President in 1993.  (Appendix A contains the details of the task force, its subordinate committees, and its working groups.)  Entities specifically dealing with reliability and security issues are the Reliability and Vulnerability Working Group (RVWG), the Government Information Technology Services Working Group, and the Security Issues Forum, which was created because of the number of security issues being raised by the IITF.  The Security Issues Forum released its report, NII Security:  The Federal Role in June, 1995.  [OMB] The report is summarized in Appendix B, Policy section.  With the exception of the RVWG, these entities have focused on privacy and intellectual property rights issues, not on network reliability and information availability issues.



�



Figure 2-1-9.  Information Infrastructure Task Force, Committees

and Working Groups



Some recent IITF activities include:



USAC on the NII.  In January 1996, the U.S. Advisory Council on the National Information Infrastructure issued its final report, entitled A Nation of Opportunity:  Realizing the Promise of the Information Superhighway, and officially disbanded.  [USAC]  Relevant highlights from the Council’s report are extracted below.



The United States stands today in the midst of one of the great revolutions in recorded history:  the Information Age.  The Information Superhighway provides the infrastructure that enables enormous benefits in education, economic well-being, and quality of life.

Electronic Commerce.  The Federal government, in conjunction with others, should take the steps to identify and resolve, wherever possible, legal, regulatory, and policy issues that would restrict the development of electronic commerce on the Information Superhighway.

The Federal government should convene a broad-based committee composed of those entities involved in standard setting, those involved with the development of new technology, and relevant state, local, and tribal agencies to meet the needs of the emergency management, public safety, and criminal justice communities.

The Federal government should encourage private sector awareness of security issues, initiate a public-private security consultation process, and foster mechanisms to promote private accountability for proper use of security measures.

The Federal government should not inhibit the development and deployment of encryption by the private sector.



RVWG.  The Reliability and Vulnerability Working Group of the Information Infrastructure Task Force Telecommunications Policy Committee has issued a report entitled NII Risk Assessment:  A Nation’s Information at Risk.  [RVWG]  The report concluded, among other things, that:



There are real and active threats to the NII and those threats will grow over time.

There is no common framework, approach, or terminology for discussing or analyzing risks to the NII.

No sound mechanism exists for government and industry to share information necessary for future sound risk assessments on individual systems.

Risk management must be a coordinated effort involving many different activities.

Because the NII is so broad and complex, its risk can only be assessed at a high level.



The emphasis of the report recommendations were centered on the need to establish mechanisms to support information exchange between all NII users detailing how they use the NII, how the risks to the NII will affect them, and what to do to manage those risks.



In spite of these DoD, Federal government, and national-level activities, and other numerous and diverse activities, some key areas have not been addressed.  One such area is the significant difference between infrastructure design and system design.  System design assumes working components.  However, the infrastructure is expected to function in the presence of:  failed components, systems, and networks; disruptions in timing; and other disruptive forces.  There does not appear to be any ongoing research being devoted to infrastructure design.  During crises, the demand for information will increase; the infrastructure capacity will decrease.  There is no mechanism in place to determine the priority of information requirements and allocate diminishing infrastructure capacity during such a crisis.



As mentioned earlier, this discussion is not intended to be exhaustive.  The references and additional resources contained in Appendix B provide additional insight into these and related issues.

�2.2  LEGAL ENVIRONMENT
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2.2.1  Introduction 



This section reviews portions of the U.S. Constitution and the U.S. Code that are relevant to defensive information warfare.  The principal purpose is to identify assigned roles and responsibilities relevant to IW-D and to identify statutes bounding defensive information warfare/information assurance activities.  It also discusses the implications of international law and agreements.  



It takes years of review and interpretation in precedent-setting cases for public law to become specific.  Even so, unique aspects of a case or changes in the environment such as new technology can result in new interpretations of long-standing law.  For brevity, little attention is given to case law or to legal issues which do not generally apply to DoD.  Except as otherwise noted, references to an Act include the cited Act as amended by subsequent legislation.



The following narrative takes the reader on a legal walk around the block, without attempting to interpret the more complex legal issues.



2.2.2  U.S. Constitution  



The U.S. Constitution establishes the structure of the U.S. Federal government and delegates the authority of the Federal government to act in particular instances.  The Bill of Rights defines certain protected rights.  In defining structure and rights, bounds on government activities and broad responsibilities can be interpreted in the context of defensive information warfare.  



Bounds.  The intent of the Bill of Rights was to guarantee certain rights to citizens and residents of the United States, by restricting the authority the state and Federal government.  Several of the amendments are relevant to IW-D.  The First Amendment guarantees free speech and limits the authority of the Federal and state governments from restricting the rights of citizens to express themselves.  The Fourth Amendment protects citizens from unreasonable governmental searches or seizures and limits the authority of the government to engage in surveillance of U.S. citizens or others who are physically located in the United States or whose property may be located  in this country.  The Ninth Amendment sets out the principle that individuals (or state governments) retain autonomy, and that any power not delegated to the Federal government is reserved.  The Fifth and Fourteenth Amendments establish the proposition that an individual may not be deprived of life, liberty, or property except by Òdue process of law.Ó  According to an Office of Technology Assessment 1994 report, the U.S. Supreme Court has also found privacy implications in other provisions of the Third, Fifth, and Fourteenth Constitutional Amendments [OTA 1].  These amendments are shown in Figure 2-2-1.







AMENDMENT 1  Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof; or abridging the freedom of speech, or of the press; or the right of the people peaceably to assemble, and to petition the Government for a redress of grievances.  



AMENDMENT 3  No Soldier shall, in time of peace be quartered in any house, without the consent of the Owner, nor in time of war, but in a manner to be prescribed by law.



AMENDMENT 4  The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.



AMENDMENT 5  No  person shall be held to answer for a capital, or otherwise infamous crime, unless on a presentment or indictment of a Grand Jury, except in cases arising in the land or naval forces, or in the Militia, when in actual service in time of War or public danger; nor shall any person be subject for the same offence [sic] to be twice put in jeopardy of life or limb; nor shall be compelled in any criminal case to be a witness against himself, nor be deprived of life, liberty, or property, without due process of law; nor shall private property be taken for public use, without just compensation.



AMENDMENT 9  The enumeration in the Constitution, of certain rights, shall not be construed to deny or disparage others retained by the people.



AMENDMENT 14   Section 1.  All persons born or naturalized in the United States, and subject to the jurisdiction thereof, are citizens of the United States and of the State wherein they reside.  No State shall make or enforce any law which shall abridge the privileges or immunities of citizens of the United States; nor shall any State deprive any person of life, liberty, or property, without due process of law; nor deny to any person within its jurisdiction the equal protection of the laws.



[Amendments 1 through 10 make up the Bill of Rights, ratified on December 15, 1791.  Amendment 14 was ratified in 1868.]





Figure 2-2-1.  Constitutional Amendments with Privacy Implications





Responsibilities.  In addition to ensuring citizens’ rights, the Constitution charges Congress with providing for “the common defense and general Welfare of the United States,” and the following additional responsibilities which are relevant to information warfare:



“...securing for limited Times to Authors and Inventors exclusive Right to their respective Writings and Discoveries”.

“To define and punish ...  Offences [sic] against the law of Nations”.

“To declare War”.

“To regulate interstate and foreign commerce”.

“To make all Laws which shall be necessary and proper for carrying into Execution the foregoing Powers.”



The Constitution provides more general roles and responsibilities to the Executive and Judicial Branches.  It vests all executive powers in the President and appoints him the Commander-in-Chief of the Armed Forces.  The Judicial Branch, responsible for all cases “arising under this Constitution, the Laws of the United States, and Treaties made” balances the authority of the Legislative and Executive Branches.  Moreover, the Judiciary has assumed the role of determining whether acts of Congress and the Executive Branch violate the terms of the Constitution.



Responsibilities constitutionally assigned to the three branches of the Federal government serve to check and balance authority, ensure stability, and prevent the autocracy of a single branch of government or point of view.  The Constitution provides the genesis of one of the more controversial issues related to information warfare:  the conflict between a citizen’s right to privacy—the right to be left alone—and the responsibility of the government to provide for the welfare and common good and ensure economic and national security.



2.2.3  Public Law—U.S. Code



The legislative process is often difficult to follow for those without understanding and access.  Legislation originates in the subcommittees and committees of Congress or is proposed by the Administration for consideration by Congress.  On significant issues, several bills may be considered and combined.  Amendments are frequently offered after a bill reaches the floor of the House or Senate.  Joint committees may be formed to resolve differences between bills approved by the two houses of Congress.  It is often difficult to monitor the progress of a bill, as it may languish in committee or be quickly passed on the eve of recess or adjournment.  On-line resources (information and search engines), such as those provided by the Library of Congress and the House of Representatives, make information on pending legislation and the U.S. Code more readily accessible to the layman.  However, a layman may incorrectly interpret pending legislation or the U.S. Code without amplifying information such as committee reports and legislative history or an underlying understanding of associated case law.  Also, legislation  which does not overtly apply to the DoD may affect the DoD’s IW-D activities.  It is important, therefore, that Legislative Liaison Officers and General Counsels understand the full scope of IW-D issues and advise policymakers on significant legislative activity.  



Each statute of the U.S. Code was drafted, passed, and signed in the hope of achieving certain goals and objectives.  Legislation relevant to defensive information warfare can be grouped into four areas.  These areas reflect recurring broad objectives envisioned by Congress and the President: 

Protecting Individual Privacy and Providing Access to Government Information.

Securing Federal Information and Information Systems.

Ensuring Infrastructure Availability and Reliability.

Defining the Criminality of Computer Fraud and Abuse.



This section uses these objectives to focus the discussion of the U.S. Code.  Several statutes address more than one objective.  For example, in an effort to guarantee individual privacy, Congress levied security requirements on Federal information systems containing personal information.  Thus one Act may be discussed in more than one of the following sections.  These objectives may also conflict.  Computer crime legislation, for example, will normally have privacy implications.  The discussion identifies these conflicts as appropriate, particularly those relevant to the DoD. 



Roles and responsibilities assigned by key statutes are summarized in Figures 2-2-12 through 

2-2-20 at the end of the section.  Other relevant statutes are summarized in the form of annotated bibliographies in the section entitled U.S. Code in Appendix B, Reference.



2.2.3.1	Protecting Individual Privacy and Providing Access to Government Information



Two aspects of individual privacy are subject to Federal legislation.  The first is the protection of individuals’ privacy from intrusion by third parties.  Examples include protection against collection and dissemination of certain types of personal information (e.g., medical records, financial records, and arrest reports).  The second aspect is the protection of individuals’ privacy rights from intrusion by the government and governmental agencies (including law enforcement and intelligence agencies).   This would include limitation on the governmentÕs ability to collect certain types of information (search and seizure and surveillance) and limitations on the ability of the government to disseminate information lawfully collected (e.g., tax information, privacy related information).  A final goal of legislation—which often complicates efforts to ensure individual privacy—is ensuring citizensÕ access to information collected by the government. 



Openness of the  government—the availability of government information—to its citizens is a recurring theme of legislation (Figure 2-2-2).  In 1966, the Freedom of Information Act required that government information, excluding national security, foreign relations, and certain law enforcement information, be made available to citizens.  Equally concerned with the potential for abuse created by the massive amount of personal data held by government agencies, Congress passed the Privacy Act of 1974 and subsequent bills to limit the impact of technology on individual privacy and to state explicitly that, while general governmental information is assumed to be public information, information specific to any one individual is protected from disclosure.



The quantity of the legislation depicted in Figure 2-2-2, reflects the extent of Congressional concern for the impact of  technology on privacy.  Congress sought to ensure the privacy of personal information held by both federal and state governments as well as industries, such as financial and medical, that routinely maintain and transfer personal information.  



�

Note:  Arrows between the statutes indicate that subsequent statutes built upon or amended preceding statutes.  

Several statutes are indented from the left margin to make these relationships clearer.  This indentation does not indicate a subordinate role or lesser effect.



Figure 2-2-2.  Privacy and Access to Government Information





The Privacy Act of 1974 arose from Congressional fear that automation was allowing federal agencies to accumulate an increasing amount of personal information.  The Act requires the government to ensure reasonable safeguards as technology advances and as information becomes more easily accessible.  It is important to note that by focusing on the information rather than the storage medium, the Act requires that federal agency safeguards be as dynamic as the technological environment.  Thus, an Act from the era of mainframes is equally relevant in the current era of Networks/Internet/Intranets.  



Subsequent legislation, the Computer Matching and Privacy Act, restricted Federal use and disclosure of information resulting from computer matching capabilities.  Computer matching compares information from different data bases to detect fraud, waste, and abuse; principally in benefit programs.  As electronic fund transfers became commonplace, Congress required the financial community to ensure privacy equivalent to that provided when funds and financial information were transferred by mail or courier.  



As technology advanced, Congress found itself defining new methods of exchanging information in which a citizen had a legitimate expectation of privacy.  Protection was initially extended to wire and oral communications in 1968 by the Domestic Wiretap Act.  Subsequent amendments added computers, electronic mail (e-mail), and cellular phones to the list in 1986; cordless phones were added in 1994.  Various types of data communications were defined and added by succeeding statutes.  Today, unauthorized interception is illegal for almost every type of electronic or wire communication regardless of the type of information (e.g., voice, data, or video) or medium (e.g., cordless, cellular, or fiber optic) except for radio communications readily accessible to the general public.  Any encrypted or scrambled information, even using transmission techniques such as spread spectrum, are not considered readily accessible and therefore, unauthorized interception is illegal.  The lack of privacy on the Internet is well documented and Congress has not codified an expectation of privacy on the Internet or to users of Internet e-mail.  Like its predecessors, the 104th Congress has shown continued interest in the impact on individual privacy resulting from new technological capabilities.  House and Senate resolutions were offered requiring government agencies and others (such as health providers and on-line service providers) to ensure the privacy of customer information and to refrain from resale of consumer information.  The Paperwork Reduction Act of 1995 (Public Law 104-13) reiterates the Federal government responsibility, under Office of Management and Budget (OMB) supervision, to protect sensitive information in accordance with existing statutes, such as the Computer Security Act of 1987.  



Congress has also established processes to ensure the primacy of the privacy of  U.S. citizens and residents in clandestine electronic intelligence gathering activities.  The Foreign Intelligence Surveillance Act of 1978 established a process to facilitate electronic acquisition of foreign intelligence within the United States while minimizing the impact on U.S. residents.  Court orders (commonly referred to as Title III orders by the law enforcement community) are required unless the Attorney General, on behalf of the President, certifies in writing the purposes and procedures to be employed to minimize the impact on U.S. residents.  Several other acts and Executive Orders assign intelligence gathering responsibilities, including oversight and jurisdiction.  The Central Intelligence Agency (CIA) and the Federal Bureau of Investigation (FBI) have purview over certain types of clandestine operations during peacetime.  The FBI is responsible for foreign counter-intelligence operations (investigating foreign agents and U.S. citizens for evidence of prohibited espionage activities) within the United States, while the CIA is the proponent for activities outside the United States.  Foreign or domestic covert intelligence activities—which may include clandestine electronic intelligence gathering—require a Presidential intelligence finding (and in certain cases, notification of the appropriate Congressional committees) and must be coordinated with the CIA or the FBI.  No agency except the CIA can conduct any special activities without a Presidential determination.  As an exception, the Armed Forces may engage in special activities in time of war as declared by Congress or after the President has reported to Congress in accordance with the War Powers Resolution Act.     

Figure 2-2-3 depicts a hierarchical chain of responsibility for ensuring individual privacy and citizen access to government information.   The Department of Justice (DoJ) (including the Attorney General and the FBI) and the CIA are charged with minimizing the impact of  intelligence and law enforcement activities on citizens.  The Privacy Protection Study Commission has a charter encompassing federal, state, and local agencies.  OMB publishes privacy guidelines and regulations for the Federal government.  The Paperwork Reduction Act of 1980 also assigns OMB responsibility for establishing government-wide information technology management policy.  The Paperwork Reduction Act of 1995 assigns OMB specific responsibility for security of federal information systems.  These complementing responsibilities make OMB a significant player in the Federal government’s information assurance activities. 
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Figure 2-2-3.  Government Responsibility for Ensuring Privacy





2.2.3.2	Securing Federal Information and Information Systems



A second objective of legislation is that of securing Federal information and information systems.  Categories of information are key to this discussion.  Statutes in support of this objective generally address information that is classified for reasons of national security or foreign policy, or information that is sensitive but unclassified.  Information or systems that are Warner Exempt are normally included with the classified information.  These are systems that are exempt from the provisions of the Brooks Act of 1965 (The Brooks Act was revoked in 1996; see Information Technology Management Reform Act of 1996 under U.S. Code in Appendix B) by the Warner Amendment because they involve command, control, communications, and intelligence (C3I), cryptography, or electronics embedded in weapons systems or equipment critical to a military or intelligence mission.  However, policy documents often apply to the integrity and availability of all Federal information and information systems, regardless of classification or sensitivity. 



This section focuses on those government organizations that have statutory responsibility for ensuring the security of Federal government information and information systems.



To assign security responsibilities, statutes have expanded roles assigned in preceding statutes.  The Communications Act of 1934 gives OMB and the Department of Commerce (DoC) roles in executive branch telecommunications.  The Federal Property and Administrative Services Act of 1949, the Brooks Act of 1965, and the Paperwork Reduction Act of 1980 give OMB, DoC, National Institute of Standards and Technology (NIST), and GSA roles in procuring and managing federal information technology.  Because of the roles and efforts already under way in these agencies, the Computer Security Act of 1987 assigned responsibility for security standards and guidelines to DoC, NIST, NSA, and GSA for sensitive unclassified information.  This act also established the Computer System Security and Privacy Advisory Board (CSSPAB).  Executive Order 12356 subsequently established the Information Security Oversight Office (ISOO) under GSA to oversee compliance with national security information guidance.  The ISOO was transferred to OMB by Executive Order 12958.



The Paperwork Reduction Act of 1995 specified a security role for OMB, making the Director responsible for policies, principals, standards, guidelines, oversight and compliance with the Computer Security Act of 1987.  It also directs OMB to require Federal agencies to apply a risk management process for information collected or maintained by or on behalf of an agency (Figure 2-2-4).     



The Information Technology Management Reform Act, a subordinate act of the National Defense Authorization Act of 1996, repealed the Brook Act which granted oversight responsibilities to GSA for government information technology procurement (see Appendix B, U.S. Code).  The new Act requires agencies, under OMB’s oversight, to use a performance- and results-based management process for IT acquisitions.  The Act also requires agencies to appoint a Chief Information Officer (CIO) responsible for IT acquisition and management.  This further consolidates OMB’s already key role in government information technology.  Also, as CIO responsibilities are further defined, the CIO may serve as an agency central point for information assurance.  The OMB is coordinating an executive order to implement the Act.



Figure 2-2-4 portrays the applicable statutes, relationships, and assigned responsibilities.  Parentheses indicate organizations with roles assigned by executive direction rather than statutory authority.  Figure 2-2-5 provides a hierarchical view of assigned responsibilities for Federal INFOSEC. 
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Figure 2-2-4.  Security of Federal Information Systems
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Figure 2-2-5.  Responsibility for Information Systems Security 





In summary, OMB has a prominent position within the Federal government for all information technology policy and management, and significant roles in budget, privacy, and security.  OMB thus plays a key role in information assurance.  The NSC plays a similar key role for national security information.  Forums in which both participate are key to future information and information system security policy.  Policymakers interested in influencing the direction of information policy should monitor and participate in these forums.



An understanding of the background of the Computer Security Act of 1987 is important to understanding sensitivities that remain today.  In 1984, President Reagan signed National Security Decision Directive 145 (NSDD 145), National Policy On Telecommunications and Automated Information Systems Security.  NSDD 145 appointed the Secretary of Defense the Executive Agent and the Director of NSA the National Manager for national telecommunications and information systems security.  These roles made DoD responsible for sensitive but unclassified information as well as classified information.  NSDD 145 encouraged the National Manager and Executive Agent to coordinate with the private sector on information systems security.  Civil agencies and the private sector expressed concern that NSDD 145 gave the military and intelligence communities too much authority for non-national security information.  Subsequent Administration actions, citing NSDD 145 as authority, heightened these concerns.  In direct response to this trend, Congress passed the Computer Security Act of 1987, giving primary responsibility for sensitive but unclassified standards and guidelines to the civil side of the Federal government.  President Bush signed National Security Directive 42 (NSD 42) in 1990 to bring Executive Branch policy in line with the act.  



In 1989, NSA and NIST executed a Memorandum of Understanding (MOU) to clarify roles and responsibilities under the Act.  The MOU is not without controversy; some feel the MOU grants NSA greater responsibility for sensitive but unclassified information than provided for in the Act.  Civil and private concern with centralizing policy development for classified and unclassified information under a single authority, particularly under the defense/intelligence community, is still prevalent.  An example of this concern can be seen in the organizational summary of the U.S. Security Policy Board, provided in Appendix A.



2.2.3.3	Ensuring Infrastructure Availability and Reliability



Early in the 20th century, the Federal government realized that reliability and availability of the telecommunications infrastructure were critical to national security and economic progress.  In 1909, Congress passed a law, codified at Title 18, United States Code, Section 1362, which made it a crime to injure or destroy or interfere with any means of communication owned by the United States or used for military or civil defense functions of the United States.  The following discussion addresses continuing infrastructure assurance efforts.  For the purposes of the discussion, infrastructure is not limited to government owned or leased telecommunications infrastructure, but includes the national public infrastructure as well.



The Communications Act of 1934 is the cornerstone to infrastructure reliability and availability.  It created the Federal Communications Commission (FCC) to regulate the telecommunications and broadcast industries in the public interest and addressed willful or malicious interference with radio transmissions.  The statute also delineated certain key war powers of the President in the area of telecommunications, including the authority to require common carriers to give priority to national defense communications and the authority to employ the armed forces to prevent obstruction of interstate or foreign communications.  Figure 2-2-12 lists other Presidential and Executive Branch responsibilities under the Communications Act of 1934. 



On February 8, 1996, the President signed the Telecommunications Act of 1996  (Figure 2-2-20).  This Act is the most comprehensive revision of the Communications Act of 1934 since it was passed.  The principal objective of the Act is to open up local and long-distance telephone service, telecommunications equipment manufacturing, cable television, and radio and television broadcasting to increased competition.  A subset of the Act, called the Communications Decency Act of 1996, criminalizes the transmission of indecent material to minors over the Internet and the transmission of annoying or harassing material.  It requires television manufacturers to install V-chips in new sets that allow users to block violent or sexually explicit programs.  (The U.S. Court of Appeals ruled the Communications Decency Act unconstitutional and granted an injunction preventing prosecution under the law pending appeal.  The DoJ has decided to appeal the decision.)



The long-term impact of the Act on the availability and reliability of the Public Switched Network is difficult to determine as many of the details of implementation have been left to the FCC.  “The Act requires between 50 to 80 rulemakings by the FCC.”  [DISA 2]  



The DoD Regulatory Counsel-Telecommunications has identified several potential national security issues. One key concern is the potential effect of the new players on the management of NS/EP Programs such as TSP and GETS.  Another is the elimination of the requirement for a single point of contact.  Under the AT&T Consent Decree, Bellcore served as the single point of contact for the Bell Operating Companies for NS/EP issues.  Although the NCS and RBOC have agreed to maintain Bellcore as the single POC, this agreement may not carry the same weight as a court order.  The Act allows limited foreign ownership of some U.S. telecommunications companies; this, too, engenders national security concerns.  While the FCC is charged with developing rules for interconnection and access, the Act contains language that allows interconnection “at any point which is technically feasible.”  [DISA 2]  Some are concerned that implementation of  “technically feasible” solutions may adversely affect network security. 
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Figure 2-2-6.  NS/EP Concerns with the Telecommunications Act of 1996





The Act did not change Section 706, Presidential War Powers, of the Communications Act of 1934.  However, existing war powers apply to PSN Common Carriers.  Determining which service providers meet the definition of a Common Carrier is more complex in the competitive environment created by the Act.  Section 706 provides the President with certain war powers listed in Figure 2-2-12 with respect to the PSN and radio broadcasting facilities.  This section also provides the underpinning for national security and emergency preparedness telecommunications activities.  The lack of change to this section can be viewed as favorable because existing powers and activities to enhance PSN reliability and availability may continue unimpeded.  However, the powers in this section may need to be reviewed in light of the DoD’s increasing dependency on public infrastructures.     



The Kyl Amendment (Figure 2-2-19) reflects congressional concern with the potential damage of a strategic attack on critical infrastructures.  This amendment asks the President to review national policy and architecture governing the plans for establishing procedures, capabilities, systems, and processes necessary to perform indications and warning functions, and assessment of strategic attacks by foreign nations, groups, or individuals, or any other entity against the national information infrastructure.  The Administration is addressing this concern with several initiatives as this report goes to press.  Several of these initiatives are discussed in Section 2.1.8, Information Infrastructure Assurance.  Figure 2-2-7 shows the continuing Congressional interest in these issues.
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Figure 2-2-7.  House Resolution 3230



Figure 2-2-8 portrays the applicable statutes, relationships, and responsibilities for infrastructure availability and reliability (assurance) arising from the Radio Act and the Communications Act.  Parentheses indicate organizations with roles assigned by the President rather than by statute. 
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Figure 2-2-8.  Infrastructure Availability and Reliability





Figure 2-2-9 portrays a hierarchical chain of responsibility for infrastructure availability and reliability.  NSC, OSTP, OMB, and DoC are assigned responsibilities during either war or peace. The President, FEMA, and others have roles during both war and peace.
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Figure 2-2-9.  Responsibility for Infrastructure Availability and Reliability





2.2.3.4	Defining the Criminality of Computer Fraud and Abuse     



The same skills and techniques can be used in both computer crime and information warfare.  While there is still much debate over the nature of an act of war in the Information Age, there is general agreement that computer crime must be better defined. 



Computer crime has evolved along with technology and automation.  So also have the legal views of computer crime.  Initially, only crimes in which computers were used as tools were prosecuted.  Embezzlement, for example, is a criminal act; therefore, embezzlement using computers was also a crime.  However, trespassing into a computer, or examining computer generated files or data (without depriving the owner of these files or their use) was not considered a criminal act.  Similarly, simply using a  computer without the authorization of the owner was not considered a crime as long as the ownerÕs use of the computer was not significantly affected.  Finally, while paper documents could be stolen, the theft of computerized files and data presented difficult legal and burdens of proof problems.  



As computer technology became more prevalent and better understood, views as to the criminality of computer fraud and abuse evolved.  The Congress passed the Counterfeit Access Device and Computer Fraud and Abuse Act of 1984, the first Federal computer crime legislation.  This statute was significantly overhauled in the Computer Fraud and Abuse Act (CFAA) of 1986.  By this time, most states had enacted legislation making theft of computer resources a criminal act.  Even with statutes in place, however, computer crimes were often prosecuted as petty larceny, as the value of the stolen or damaged information did not translate easily into terms understood by judge or jury.  It is now more commonplace for the value of the information to be considered and judgments rendered accordingly.

�The CFAA amended Title 18, United States Code, Section 1030, to enhance penalties for intentional access into Federal Interest Computers for the purpose of committing certain types of criminal conduct.  Federal Interest Computer, as used in the CFAA, includes computers owned by or used by a financial institution or the Federal government in addition to a computer “which is one of two or more computers used in committing the offense, not all of which are located in the same State.”  Thus, any computer used in interstate or international commerce in the commission of the offense would be covered by this provision.  The statute criminalizes six computer activities:  (1) the unauthorized access of a computer to obtain information of national secrecy with an intent to injure the United States or advantage a foreign nation;  (2) the unauthorized access of a computer to obtain protected financial information;  (3) the unauthorized access of a computer intended for the exclusive use of the Federal government;  (4) the unauthorized interstate access of a computer system with an intent to defraud;  (5) the unauthorized interstate or foreign access of computer systems that results in at least $1000 aggregate damage; and (6) the fraudulent trafficking in computer passwords affecting interstate commerce.



Each of these provisions requires proof that the defendant accessed the computer without authorization.  By focusing on the method of entry into the computer or computer system, rather than the method of use of the computer system, the statute excludes broad categories of potentially criminal conduct.  Theft of information by corporate or government insiders, or those with an arguable right to access the computer, could not be punished under this provision.  Nor could those who, with authorization to access or use a computer or computer system, alter, damage, or destroy information contained on that system.  Similarly, the prosecution of authors or distributors of computer viruses or other forms of malicious code is complicated by the requirement that the government demonstrate the wrongdoer (1) actually accessed the computer; and (2) lacked the authority (explicit or implicit) to do so.

�Curiously, the fraud provision of the CFAA expressly prohibits prosecution for the unauthorized access of a computer system where “the object of the fraud and the thing obtained consists only of the use of the computer.”  Thus, as under the wire fraud statute, the mere viewing of data without authorization may not be criminal under the CFAA.  Furthermore, the protection afforded by the CFAA to national secrets, financial records, and government computers does not require an explicit computer crime statute; protection probably exists irrespective of the provisions of the CFAA.  The anti-password provision of the CFAA is the most original section of the statute, but to date, there has not been a prosecution under this provision.   

�Perhaps the most famous application of this statute was the 1989 prosecution of Robert Tappan Morris, a Cornell University graduate student who, on November 2, 1988, released a computer worm across the Internet.  The program, designed to surreptitiously spread across the network to thousands of connected computers, inadvertently replicated faster than the defendant intended, and, instead of inserting a copy or two into these networked computers, inserted thousands of copies of the program until the network actually shut down.  On appeal, the second circuit court rejected the defendant’s arguments that, because he was permitted to send mail to users of computers on the network, he was therefore authorized to access these computers, and further rejected arguments the statute required proof he intended to cause damage to the computers—as distinct from intent to obtain unauthorized access.



Despite the successful prosecution in Morris, the predicted explosion of computer crime prosecutions has not occurred.  The lack of prosecutions can be attributed to the fact that many computer crimes are committed by insiders with access to the affected computers.  In addition, corporations—especially institutions that depend upon public trust and confidence—are reluctant to report computer crimes, which might rode the public’s faith.   Moreover, there is a perception that computer offenders who cause no quantifiable loss to their victims, but nonetheless obtain confidential information about individuals or organizations, may evade effective punishment under the current Federal sentencing scheme.

�Jurisdiction in computer crime presents challenges as it transcends both state and national boundaries.  In general, if an offense is wholly conducted within one state, the offense is a state crime.  As Table 2-2-1 illustrates, virtually every state prohibits in some fashion the unauthorized access or use of computers.  If the offense crosses state lines, or if the victim of the offense is the Federal government, the offense is Federal.  If the offense occurs internationally, it may constitute a crime in the country where the offender is located, where the victim is located, or in some instances, in the nation through which the communications travel.  These definitions are not mutually exclusive, and an offense may violate local, state, Federal, national and international law simultaneously.  Even if the conduct violates the statutes contained within a jurisdiction, a sovereign still must obtain personal jurisdiction over the defendant—that is, the sovereign must extradite the offender.  In the United States, the Federal government has nationwide jurisdiction, which may extend to the special maritime jurisdiction (U.S. territorial waters).  However, to obtain jurisdiction abroad, the foreign country in possession of the accused must agree to turn the offender over to the United States—usually through extradition. Some countries do not prohibit unauthorized access of foreign systems, and most countries will not extradite unless the offense charged is a crime in that jurisdiction.  Most nations are also reluctant to extradite their own nationals.  



�Table 2-2-1.  State Computer Crime Statutes



ALA. CODE §§ 13A�8�100 to 13A�8�103 (Supp. 1992) �MONT. CODE ANN. §§ 45�2�101, 45��6�310 to 45�6�311 (1991); ��ALASKA STAT. § 11.46.740 (1989)�NEB. REV. STAT. §§ 28.1343 to 28.1348 (Supp. 1991); ��ARIZ. REV. STAT. ANN. § 13�2316 (1989) �NEV. REV. STAT. ANN. §§ 205.473 to 205.491 (Michie 1992); ��ARK. CODE ANN. §§ 5�41�101 to 5�41�107    (Michie Supp. 1991)�N.H. REV. STAT. ANN. §§ 638:16 to 638:19 (1986); ��CAL. PENAL CODE § 502 (West Supp. 1992)�N.J. STAT. ANN. §§ 2C:20�23 to 2C:20�34 (West Supp. 1992); ��COLO. REV. STAT. §§ 18�5.5�101 to 18�5.5�102 (1986 & Supp. 1992)�N.M. STAT. ANN. §§ 30�45�1 to 30�45�7 (Michie Supp. 1989); ��CONN. GEN. STAT. ANN. §§ 53a�250 to 53a�261 (West 1985)�N.Y. PENAL LAW §§ 156.00 to 156.50 (McKinney 1988); ��DEL. CODE ANN. tit. 11, §§ 931 to 939 (1987 & Supp. 1993)�N.C. GEN. STAT. § 14�453 to 14�457 (1986); ��FLA. STAT. ANN. §§ 815.01 to 815.07 (West Supp. 1993)�N.D. CENT. CODE ANN. § 12.1�06.1�08 (Supp. 1991); ��GA. CODE ANN. §§ 16�9�91 to 16�9�94 (1992)�OHIO REV. CODE ANN. §§ 2913.01, 2913.81 (Anderson 1993); ��HAW. REV. STAT. §§ 708�890 to 708�893 (Supp. 1992)�OKLA. STAT. ANN. tit. 21, §§ 1951 to 1958 (West Supp. 1993); ��IDAHO CODE §§ 18�2201 to 18�2202 (1987)�OR. REV. STAT. §§ 164.125, 164.377 (1991); 18 ��ILL. ANN. STAT. Ch. 38 para. 16D�1 to 16D�7 (Smith�Hurd Supp. 1992)�PA. CONS. STAT. ANN. § 3933 (Supp. 1992); ��IND. CODE ANN. §§ 35�43�1�4 & 35�43�2�3    (Burns Supp. 1992)�R.I. GEN. LAWS §§ 11�52�1 to 11�52�8 (Supp. 1992); ��IOWA CODE ANN. §§ 716A.1 to 716A.16 (West Supp. 1992)�S.C. CODE ANN. §§ 16�16�10 to 16�16�30 (Law. Co�op. 1985); ��KAN. STAT. ANN. § 21�3755 (1988)�S.D. CODIFIED LAWS ANN. §§ 43�43B�1 to 43�43B�8  (1983 & Supp. 1992); ��KY. REV. STAT. ANN. §§ 434.840 to 434.860 (Michie/Bobbs�Merrill 1985)�TENN. CODE ANN. §§ 39�14�601 to 39�14�603 (1991); ��LA. REV. STAT. ANN. §§ 14:73.1 to 14:73.5     (West 1986 & Supp. 1993)�TEX. PENAL CODE ANN. §§ 33.01 to 33.05 (West 1989 & Supp. 1992); ��ME. REV. STAT. ANN. tit. 17�A, § 357 (West 1983 & Supp. 1992)�UTAH CODE ANN. §§ 76�6�701 to 76�6�705 (1990); ��MD. ANN. CODE art. 27, § 146 (Supp. 1991)�VA. CODE ANN. §§ 18.2�152.1 to 18.2�152.14 (Michie 1988 & Supp. 1992); ��MASS. GEN. L. Ch. 266, § 30 (1990)�WASH. REV. CODE §§ 9A.52.110 to 9A.52.130 (1988); ��MICH. STAT. ANN. § 28.529 (Callaghan 1990)�W. VA. CODE §§ 61�3C�1 to 61�3C�21 (Supp. 1992); ��MINN. STAT. ANN. §§ 609.87 to 609.891 (West 1987 & Supp. 1992); �WIS. STAT. § 943.70 (Supp. 1992); ��MISS. CODE ANN. §§ 97�45�1 to 97�45�13 (Supp. 1992)�WYO. STAT. §§ 6�3�501 to 6�3�505 (1988) ��MO. REV. STAT. §§ 537.525, 569.093 to 569.099 (1986 & Supp. 1991); �States not listed had no computer crime statutes as of January 1995.��



Table 2-2-2 shows examples of jurisdiction.  This table oversimplifies a very complex process involving Federal and State law, the laws of foreign countries, and international agreements.



�Table 2-2-2.  Computer Crime Jurisdiction



CRIMINAL ACT�JURISDICTION��Intruder and system in one state	�State��Intruder in one state;  system in another�Federal��Intruder penetrates a system used in interstate commerce or communications�Federal��Intruder penetrates a Federal system in the United States; intent criminal�FBI; United States Secret Service ��Intruder penetrates a Federal system in the United States; intent espionage�FBI;  National Security��Foreign citizen penetrates a U.S. system which displays a warning banner;  no foreign law in place�Apprehension and adjudication can be pursued through existing treaties��Foreign citizen penetrates a U.S. system which displays a warning banner; foreign law in place�U.S. or Foreign law; by agreement��

Jurisdiction is cumbersome; however, processes are in place, both nationally and internationally, to resolve issues.  The real problem is determining intent and coordinating jurisdiction in real-time.  Policy makers may consider putting detection vehicles in place and providing for consolidated and coordinated apprehension of computer criminals.  Early detection and apprehension will reduce potential damage and may serve as a useful deterrent.  It may be more effective to table issues of intent until after apprehension.  The FBI has taken steps in this direction by establishing a Computer Crime Team, made up of representatives from both the Criminal and National Security Divisions in California.

�Figure 2-2-10 serves as an illustrative example of the challenges computer crime poses for civil and military law enforcement.  Equally informative is the description of the investigative effort associated with the attack on the Air Force’s Rome Laboratory in March and April 1994.  This effort is detailed in the GAO Report.  [GAO]
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Figure 2-2-10.  Example of Challenges Posed by Computer Crime



�Figure 2-2-11 portrays the relevant statutes and key effects of each.   Acts associated with intellectual property rights, copyright law, and the banking and financial industries are not shown, as they are generally outside the purview of DoD.  However, DoD policymakers should keep in mind that government-wide technical solutions and policy must encompass these issues because they are important to the civil agencies of the Federal government and to the private sector.     



�

Figure 2-2-11.  Criminality of Computer Fraud and Abuse





2.2.4  International Legal Environment



Law among nations is not codified in a body of international law.  The International Court of Justice recognizes customary international law; that is, law which is common to many nations, as well as international treaties or conventions, such as the Geneva Conventions.  Few countries have laws which adequately address computer crime.  Among those countries with computer crime statutes, there is no general agreement on the type of conduct that constitutes computer crime.  Nor are there any international treaties or conventions which address computer fraud and abuse.  Investigation, apprehension, and adjudication of computer criminals, must rely on domestic law and mutual assistance agreements in the form of bilateral and multilateral treaties and agreements.  Generally, these agreements require mutual criminality; that is, an offense must be a crime in both countries for the foreign country to take legal action.  Prosecution of international computer criminals can be an unwieldy process complicated by domestic privacy, search and seizure laws, and jurisdictional considerations.  Recognizing the problem, and recognizing that international trade is enhanced by trusted electronic communications, the international community has initiated efforts to harmonize international law.  Both the Organization for Economic Cooperation and Development (OECD) and the Council of Europe have proposed activities that should be criminalized by member nations.  The OECD also issued guidelines for the security of information systems.  The IITF Security Issues Forum recently  recommended the United States adopt these guidelines.    



The United States must also consider the potential effect of its IW-D activities on other sovereign nations.  Some agreements, such as the INTELSAT agreement, may bound U.S. IW activities, while others such as the North Atlantic Treaty or other regional mutual defense agreements may facilitate activities.  The North Atlantic Treaty Organization (NATO), for example, has a Project Lathe Gambit which, among other activities, hosts meetings of computer crime investigators as well as representatives of the military law enforcement and intelligence communities.  International organizations in which the United States maintains membership, such as the International Criminal Police Organization (INTERPOL) may also help law enforcement authorities.  In May 1996, INTERPOL sponsored a computer crime investigation workshop.  



In general, it is difficult to determine how various agreements and organizations may affect defensive information warfare activities.  A knowledgeable General Counsel can, however, determine the international implications of specific policies or planned operations.  Therefore, to ensure that defensive information warfare activities operate within the bounds and authorities of the international legal environment, a knowledgeable General Counsel should be involved in IW policy formulation, planning, and operations.  



Figures 2-2-12 through 2-2-20 summarize key statutes discussed in this section.  
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Figure 2-2-12.  Communications Act of 1934
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Figure 2-2-12.  Communications Act of 1934 (Continued)
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PRIVACY ACT OF 1974

Purpose, General Provisions, Assigned Responsibilities and Functions



Purpose:   The objective of the Privacy Act of 1974 is to protect personal privacy from invasions by Federal agencies, in light of increasing use of information technology in the Federal government and the associated increase in personal information maintained by Federal agencies.  The law allows individuals to specify what information may be held by a government agency and gives individuals the right to obtain information held on them by the Federal government.



General Provisions:

  

The Act levied civil and criminal penalties for violations of the provisions of the Act.

The Act requires physical security practices, information management practices, and computer and network controls necessary to ensure individual privacy.



Assigned Responsibilities and Functions:



President:

Submit an annual report to the Speaker of the House and President pro tempore of the Senate.



Privacy Protection Study Commission:

Study automation practices and privacy issues at federal, state, and local level.

Recommend legislation, regulation, and policy to protect individual privacy.



Office of Management and Budget:

Develop guidelines and regulations.



Federal Agencies:

Not disclose personal information without written consent or under specified conditions.

Account for disclosures.

Upon request, allow individuals access to information maintained on them.

Minimize records maintained to those required for business.

Identify how information will be used on forms requesting information.

Publish in the Federal Record new or revised systems containing personal information.

Publish rules implementing provisions of the Act.

Not sell or rent an individual’s name and address.

Notify OMB and Congress in advance of any proposal to establish or alter any system of records.





Figure 2-2-13.  Privacy Act of 1974





























FOREIGN INTELLIGENCE SURVEILLANCE ACT OF 1978

Purpose, General Provisions, Assigned Responsibilities and Functions



Purpose:  The President may authorize electronic surveillance without a court order to acquire foreign intelligence information in the United States.  Other Federal officers, with the approval of the Attorney General, may request court orders for approval to conduct electronic surveillance.  Probable cause of criminal activity is not required.  Special seven member court is established to authorize surveillances.  The Act prescribes the time limits and procedures that must be followed with or without a court order.   Terms are defined including minimization procedures which are procedures that must be taken to prohibit the dissemination and minimize the acquisition and retention of nonpublic information gathered on non-consenting United States persons.    



General Provisions:



Targets of electronic surveillance will be agents of foreign powers as defined in the Act.

Minimization techniques will be used to reduce acquisition of information on United States persons.

Information acquired concerning a United States person may not be disclosed without consent except in accordance with prescribed procedures.

Court orders are required; the President, if the situation warrants, may authorize electronic surveillance in accordance with prescribed procedures.

Grants President limited(15 days(exclusion during time of declared war.

Assigns criminal and civil liability.



NOTE:  Some forms of foreign electronic intrusion might be considered outside of the scope of this act.  A foreign power, as defined in Section 1801, must be linked to a foreign government or political organization.  International terrorism is an exception to this political or national affiliation but is defined as involving violent acts or acts dangerous to human life.  If the Drug Cartels are considered foreign powers under the terms of this Act, then most organized or sponsored electronic intrusions should be as well.   



Assigned Responsibilities and Functions 



President:

Authorize, through the Attorney General, electronic surveillance to acquire foreign intelligence information without a court order.



Attorney General:

Certify in writing, under oath, that the foreign intelligence information to be gathered will likely not acquire communications by United States persons, and that proposed minimization procedures are in accordance with the law.

Transmit a copy of the certification to the court established by this act.

Report minimization procedures to the House Permanent Select Committee on Intelligence and the Senate Select Committee on Intelligence.

Assess compliance with published minimize procedures to the House Permanent Select Committee on Intelligence and the Senate Select Committee on Intelligence.

May direct a specified common carrier aid electronic surveillance efforts.  The carrier will be compensated for the aid provided.

Submit annual reports to Congress regarding the number of applications, orders and extensions.

Report semiannually on all electronic surveillance under the Act.





Figure 2-2-14.  Foreign Intelligence Surveillance Act of 1978  
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Director of Central Intelligence:

Provide consultation to the Chief Justice on appropriate security measures for safeguarding the Attorney General certifications under his act.

Provide consultation to the common carriers on appropriate security measures for safeguarding electronic surveillance operations.



Court Established by this Act:

Issue court orders based upon requests having met the requirements of this act.

Maintain requests under security measures established by the Chief Justice with the concurrence of the Attorney General.



Other Federal Officers:

May make applications for court orders based upon the approval of the Attorney General and certification by a senior Executive Branch official responsible for national security or defense. 



Communication Common Carriers:

Furnish information, facilities, or technical assistance as necessary and as directed by the Attorney General.  Carriers will be compensated for support rendered.

Maintain secrecy of the operation and records.







Figure 2-2-14. Foreign Intelligence Surveillance Act of 1978 (Continued)
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ELECTRONIC COMMUNICATIONS PRIVACY ACT OF 1986

Purpose, General Provisions, Assigned Responsibilities and Functions



Purpose:  To update Federal privacy provisions; incorporating new technology and capabilities.



General Provisions:



The definition of electronic communication system includes and wire, radio, electromagnetic, photooptical or photoelectronic facilities for the transmission of electronic communications, and any computer facilities for the electronic storage of communications.

“Communications Common Carriers” is changed to “providers of wire or electronic communication” services.

Remains legal to intercept electronic communications that are readily accessible to the general public unless such interception causes interference to lawful receivers.

Authorizes civil damages for the any person whose wire, oral, or electronic communications is illegally intercepted, disclosed, or used.

The act does not prohibit the interception of encrypted  or other executive branch official communications by authorized officers of the government for communications security or for under the Foreign Intelligence Surveillance Act of 1978.

Penalties are levied against those divulging the plan or existence of a legal surveillance.

The Attorney General may request an injunction against anyone who is engaged or plans to engage in a felony violation of this act.

Unlawful access or  divulgence of electronically stored communications or electronic communicate service or remote computing service is illegal.

Government entities may request a court order to require service providers to make a backup copy of records or communications.

Court orders are required for pen registers or trap and trace devices except for normal carrier operations and maintenance or with user authorization.

Intentional or malicious interference with the operation of a communications or weather satellite is illegal.



Assigned Responsibilities and Functions:



Attorney General:

Annually report to Congress on the number of pen register/trap and trace orders requested by law enforcement agencies of the Department of  Justice.



Federal Bureau of Investigation:

May request subscriber information, toll billing and transactional records with written certification that the information is relevant to a foreign counterintelligence investigation or that the individual is an agent of a foreign power as defined in the Foreign Intelligence Surveillance Act of 1978.

The FBI may disseminate obtained information to other government agencies with relevant responsibilities.

The Director of the FBI will report to the House Permanent Select Committee on Intelligence and the Senate Select Committee on Intelligence semiannually on these requests.



Figure 2-2-15.  Electronic Communications Privacy Act of 1986
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COMPUTER SECURITY ACT OF 1987

Purpose, Assigned Responsibilities and Functions



Purpose:  To improve the security and privacy of sensitive information in Federal computer systems by establishing minimum acceptable security practices.   The act emphasizes risk-based, cost-effective security and establishes the Computer System Security and Privacy Advisory Board within the Department of Commerce. 



Assigned Responsibilities and Functions 



President:

Disapprove or modify standards and guidelines published by the Secretary of Commerce pertaining to Federal computer systems.  This authority may not be delegated.



Office of Personnel Management:

Issue regulations prescribing procedures and scope for training of Federal civilian employees.



Secretary of Commerce:

Promulgate compulsory and binding standards and guidelines pertaining to Federal computer systems. 

Waive, in writing, compulsory or binding standards if it can be proven that compliance would adversely effect mission accomplishment of a Federal computer system.

Notice of waiver must be transmitted to Committee on Government operations of the House of Representatives and the Committee on governmental Affairs of the Senate

Limitations:  Authority is subject to direction by the President and Office of Management and Budget. 



National Institute of Standards and Technology:

Responsible for developing standards and guidelines for Federal computer systems including cost-effective security and privacy of sensitive information.

NIST should draw upon the technical advice and assistance, including work products, of the National Security Agency.

Submit standards and policies to the Secretary of Commerce for promulgation along with recommendations as to the extent they should be made compulsory or binding.

Develop guidelines for training employees in security awareness and practices.

Assist the private sector, upon request. 

Make recommendations to GSA on policies and regulations.

Provide technical assistance to operators in implementing standards and guidelines.

Ensure, to the maximum extent possible, that standards for sensitive information are consistent and compatible with standards for classified information.



General Services Administration: 

Revise Federal information resource management regulations to be consistent with standards and guidelines promulgated by the Secretary of Commerce.

Limitations:  Authority is subject to direction by the President and Office of Management and Budget.





Figure 2-2-16.  Computer Security Act of 1987























Federal Agencies:

May promulgate standards for cost-effective security and privacy of sensitive information that are more stringent than standards promulgated by the Secretary of Commerce, as long as, compulsory and binding provisions are included.

Provide mandatory periodic training for all persons involved in management, use, or operation of Federal computer systems containing sensitive information.

Identify each Federal computer system which contains sensitive information.

Establish security plans for each system identified above and provide copies to NIST and NSA.



Federal Computer System Operators:

Establish security plans for all computer systems that contain sensitive information.



Computer System Security and Privacy Advisory Board: 

Identify emerging issues relative to computer systems security and privacy.

Advise NIST and Secretary of Commerce on security and privacy issues pertaining to Federal computer systems.

Report findings to the Secretary of Commerce, the Director of the Office of Management and Budget, the Director of the National Security Agency and appropriate committees of Congress.





Figure 2-2-16. Computer Security Act of 1987 (Continued)
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COMMUNICATIONS ASSISTANCE FOR LAW ENFORCEMENT ACT OF 1994

(Digital Telephony Act)

Purpose, General Provisions, Assigned Responsibilities and Functions



Purpose:  To make clear a telecommunications carrier’s duty to cooperate in the interception of communications for law enforcement purposes, and to ensure that current and future networks and equipment (digital) are wiretap-friendly.  The goal is to ensure continued capability and capacity to support legal wiretaps.



General Provisions:



Law enforcement agency cannot require any specific design of equipment or facilities.

Requirements do not apply to information service providers or private networks and interconnection services and facilities.

Carriers are not responsible for decrypting communication unless the encryption is provided by the carrier and the carrier is capable of decrypting.

Cordless telephones and modulation techniques “the essential parameters of which have been withheld from the public with the intention of preserving the privacy of such communication.” are included under the “expectation of privacy” clause.  Unauthorized interception is illegal. 



Assigned Responsibilities and Functions:



Attorney General:

Establish capacity requirements for the number of simultaneous interceptions, pen registers, and trap and trace devices.

Reimburse carriers for costs directly associated with modifications necessary to comply with the act.



Federal Communications Commission:

Prescribe rules necessary to implement the act.



Telecommunications Carriers:

Shall ensure that its equipment or facilities that provide customer services are capable of isolating and interception and providing call-identification of all wire and electronic communications.

Ensure activation of this capability is restricted to court order or other lawful authorization.





Figure 2-2-17.  Communications Assistance for Law Enforcement Act of 1994 
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Figure 2-2-18.  Violent Crime Control and Law Enforcement Act of 1994
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Figure 2-2-19.  Kyl Amendment��



Figure 2-2-20.  Telecommunications Act of 1996



�2.3  REGULATORY ENVIRONMENT



�



















2.3.1  Introduction



The Federal government regulates industry and Federal information warfare activities in three ways:



By passing laws and issuing orders and regulations.

Through the activities of regulatory agencies.

Through export control.



2.3.2  Orders and Regulations



This section addresses orders and regulations.  Executive Orders are formal policy documents issued by the President of the United States.  Normally, Executive Orders either precede or implement law.  They are published in the U.S. Code of Federal Regulations and, unless classified, are frequently reprinted with relevant statutes in the U.S. Code Annotated.   Other documents such as Presidential Proclamations, Memoranda, and Directives are equally formal but have more specialized functions.   Orders and regulations are issued to achieve some of the same basic goals of legislation: 



To ensure the availability of telecommunications infrastructure, particularly for national defense purposes.

To regulate the communications facilities in the public interest.

To provide access to governmental documents.

To protect certain classes of information from unauthorized disclosure (for example, classified information).

To preserve individual privacy.

To define the limits of authorized and unauthorized behavior.

To define administrative responsibility.



Several Executive Orders have established policy and procedures and assigned responsibility for Federal information security.  Executive Order 12333 is significant because it makes the Secretary of Defense the Executive Agent for signals intelligence and COMSEC for the Federal government.  NSA executes this responsibility on behalf of the Secretary of Defense.  Executive Order 12356 gives responsibility for overall policy direction on national security information to the NSC and establishes the ISOO under the GSA to develop directives to implement the order and oversee compliance.  Executive Order 12958 revoked Executive Order 12356 and placed greater responsibility for security on OMB.  These assigned roles and responsibilities complement those assigned by statute for privacy and Federal information security and are depicted in Figures 2-2-5 and 2-2-7 in Section 2.2, Legal Environment.  Parentheses are used to depict these assignments of non-statutory responsibilities.



Executive Order 12472 assigns responsibilities for telecommunications to support NS/EP.  Recognizing the need for industry feedback in NS/EP activities, Executive Order 12382 establishes the NSTAC.  In addition to its role as a presidential advisory committee, meetings between the NSTAC and the NCS Committee of Principals (COP) serve as useful forums for exchange of information between industry and government.  Appendix A includes a summary of the NSTAC organization and roles.  An outgrowth of the NSTAC, the Network Security Information Exchange (NSIE) serves as a valuable forum for information exchange between industry representatives.  Assigned NS/EP responsibilities are depicted in Figure 2-2-6 in Section 2.2, Legal Environment.  Parentheses are used to depict these assignments of non-statutory responsibilities.



Recently, the Critical Infrastructures Working Group recommended the establishment of a Presidential Commission on Critical Infrastructure Protection.  [CIWG]  Executive Order 13010, signed on 15 July 1996, to implement the recommendations of the Working Group is shown at Figure 2-3-7.



The U.S. Code of Federal Regulations (CFR) is a codification of the general and permanent rules published in the Federal Register (FR) by the Executive departments and agencies of the Federal government.  The CFR describes the legislative basis, goals, and predominant policies of the Federal government.  In effect, it implements law and Executive Orders.  Agency instructions are published along with Action sections identifying requirements for Federal agencies.  Unless otherwise noted, Federal regulations published in the CFR after notice and comment are binding on both the government agencies and those regulated by the agencies.  Many titles and chapters are relevant to defensive information warfare; Regulatory Documents, Appendix B, Reference, provides a sampling of exemplary sections. 



It is unlikely that policymakers will target the CFR to make significant changes in Federal operations.  The FCC rulemaking process may be an exception; policy makers might want to monitor FCC rule making as it implements the competitive environment mandated by the Telecommunications Act of 1996.  The CFR does, over time, reflect legal and regulatory changes in the form of implementing regulations.  As a reference, therefore, the CFR is useful as it is a readable and comprehensive compilation of existing macro- and micro-Federal guidance.

  

As a final note, the Uniform Commercial Code (UCC), which is relevant to IW-D primarily in the area of electronic commerce, is applicable to both civil agencies and the private sector.  The UCC standardizes state laws relating to sales and secured transactions.  Sponsored by the National Conference of Commissioners on Uniform State Laws and the American Law Institute, the UCC has been adopted by virtually all states (with some amendment) but has not been adopted by the Federal government.  Federal commercial law and Federal and state regulatory law override the UCC.



2.3.3  Regulatory Agencies



Several regulatory agencies potentially affect the information infrastructure.  The FCC is an independent regulatory agency established to regulate the telecommunications industry.  The DoJ also has a regulatory role in the telecommunications industry; it enforces antitrust laws.  Other independent agencies, such as the Federal Trade Commission (FTC), the Interstate Commerce Commission (ICC), and the Nuclear Regulatory Commission, can have secondary effects on the PSN.  As discussed in Section 2.1, dependencies exist among the nation’s infrastructures.  Figure 2-1-4 depicts agencies and organizations with interests and responsibilities, including regulation, for critical infrastructures.  For example, the Nuclear Regulatory Commission requires utilities to maintain constant communications to nuclear power plants.  If isolated, the power plants are required to cease operations.  Utilities maintain robust connectivity over private and public systems to these facilities to prevent isolation.  It is conceivable that an attack on the power distribution infrastructure could be launched over the PSN.  Loss of power would seriously impact the information infrastructure.



The remainder of this section will focus on the FCC and its role in ensuring the reliability and availability of the telecommunications infrastructure. 



The FCC was established by Congress as an independent regulatory agency.  The FCC affects information assurance formally by issuing orders regulating the telecommunications industry and informally by generating consensus and exchanging information.  While the Communications Act of 1934, as amended, does not assign the FCC a national security role, it is responsible for ensuring the reliability of the PSN.  After the large-scale PSN outages in 1990, the FCC issued reliability regulations which, though limited in scope, levied reporting requirements on long-haul carriers and established the Network Reliability Council (re-chartered as the Network Reliability and Interoperability Council [NRIC] in 1995) to study and report on PSN reliability.  



Effective April 6, 1992, the FCC added Section 63.100 [USCFR] to its rules requiring common carriers (local exchange and interchange carriers) to promptly notify the FCC of any outage that lasts longer than 30 minutes and that potentially affects 50,000 or more customers.  Subsequent rule changes require telephonic follow-up to record copy notification of FCC Watch Officers located in Washington, DC, and Grand Island, NE.  

  

The NRIC is a Federal advisory committee that exchanges information, and considers PSN reliability issues.  It consists of senior telecommunications industry representatives and federal, corporate, and private customer representatives.  The NCS is represented on the Council.  The NRIC studies PSN outages and reports its findings.  Early NRIC reports, for example, indicated that, historically, backhoes have been the principal enemy of the PSN.  These reports resulted in the “Call Miss Utility” publicity campaign.  The Congress considered levying criminal penalties for negligence in digging.  Through forums such as the NRIC, NSTAC, and other advisory committees, the government can influence cooperation within industry and identify priorities to senior industry representatives.  Advisory Committees, Appendix A, includes an organizational summary for the NRIC.



The Telecommunications Act of 1996 charges the FCC with publishing regulations necessary to implement the Act.  Because of the contentious political environment surrounding the Act (almost 1 year of vigorous debate, aggressive lobbying, advertising, and over 50 amendments) many of the specifics necessary to actually implement the competitive environment called for in the Act were left to the FCC.  The manner in which the Act is implemented may have significant impact on the long-term reliability and availability of the public network.



The following brief account highlights the major components of the standard FCC rulemaking process.  FCC rules and regulations are subject to a public notice and comment process similar to that required for other federal regulations.  Major changes to the rules are presented to the public as either a Notice of Inquiry (NOI) or Notice of Proposed Rule Making (NPRM).  The commission will issue an NOI when it is simply asking for information on a broad subject or trying to generate ideas on a given topic.  An NPRM is issued when there is a specific change to a rule being proposed.  If an NOI is issued, it must be followed by either an NPRM or Memorandum Opinion and Order (MO&O).  When an NOI or NPRM is issued, the public can comment initially and respond to the comments that are made.  An oral argument before the Commission may be needed to allow the public to testify as well as to allow FCC bureaus and offices to present diverse opinions.  Subsequent to the public comment, a Report and Order is issued by the Commission stating the new or amended rule.  Petitions for Reconsideration may be filed by the public within 30 days of the issuance of a rule.  The Commission may issue an MO&O based upon its review of Petitions for Reconsideration.  FCC proceedings are published in the Federal Register which is available in Public Libraries and can be found on-line from the Government Printing Office directly or through Federal Depository Library Gateways.

  

Of particular interest to the NS/EP community is the long-term impact on reliability and availability of the FCC’s Open Network Architecture (ONA).  ONA is a long-term, evolving process rather than a definitive architecture.  It is not applicable to all carriers, though a Comparatively Efficient Interconnection (CEI) requirement is generally equivalent.  This discussion will not attempt to address the differences between the ONA and CEI or the carriers excluded from the ONA requirements.  It will assume that all carriers, including new common carriers joining the future marketplace as a result of the Telecommunications Act of 1996, are subject to the ONA.



First ordered by the FCC in 1986, the ONA requires carriers to provide independent Enhanced Service Providers (ESP) access to the carriers’ basic communications services on an equal basis and cost as the carriers’ own enhanced service organizations.  Enhanced services include such capabilities as call back, voice mail, call forwarding, digital transmission service and caller identification.  For an ESP to provide these enhanced services, it must have real-time access to the common carriers’ network elements.  The bottom line concern of some members of the NS/EP community is stated by the National Research Council: 



First, ONA increases greatly the number of users who have access to network software.  In any given universe of users, some will be hostile.  By giving more users access to network software, ONA will open the network to additional hostile users.  Second, as more levels of network software are made visible to users for purposes of affording parity of network access, users will learn more about the inner workings of the network software, and those with hostile intent will learn more about how to misuse the network. [NRC]



Specific vulnerabilities potentially introduced by ONA include:

Increased potential for unauthorized access to network elements if strong access control mechanisms are not used.

Increased access, with increased potential for unauthorized access, to network data.

Increased distributed intelligence (to customer premises equipment and network elements other than network switches).  Distributed intelligence may introduce vulnerabilities.

Weaknesses associated with an ESP’s or common carrier’s network.

Undesirable feature interaction caused by a larger number of enhanced features.  [NIST]     



ONA evolution can be monitored through the FCC rulemaking process.  It will be important to ensure that network security considerations are granted equal footing with the creation of free market conditions.    



2.3.4  Export Control



The Department of State (DoS) and the Department of Commerce (DoC) share authority for export control.  The Arms Export Control Act of 1968 makes the DoS responsible for the export of items that are primarily for military use.  The DoS maintains the International Traffic in Arms Regulations (ITAR) and a Munitions List.  Items on the list require a DoS license for export; licenses are granted on a case-by-case basis.  The act charges the DoD with providing recommendations to the DoS.  The Export Administration Act of 1979 and the Export Administration Regulations (EAR) give the DoC responsibility for export of sensitive or dual-use products, including software and scientific data.  The DoC maintains a Commerce Control List (CCL) listing controlled items.  There is some overlap between the CCL and the DoS Munitions List, particularly with high technology.  Generally, the DoS has purview over technology exports unless it delegates responsibility to the DoC.  Figure 2-3-1 depicts these responsibilities for export control.
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Figure 2-3-1.  Export Control Responsibilities



Export of cryptography is a very controversial issue.  In attempting to resolve the controversy, policymakers must consider national security, foreign policy, and national and international market forces.  See Section 2-4, Policy, for a more detailed discussion of encryption export control issues.



Figures 2-3-2 through 2-3-7 summarize the purpose and assigned responsibilities of:



Executive Order 12333, United States Intelligence Activities.

Executive Order 12356, National Security Information.

Executive Order 12382, President’s National Security Telecommunications Advisory Committee.

Executive Order 12472, Assignment of National Security and Emergency Preparedness Telecommunications Functions.

Executive Order 12958, Classified National Security Information.

Executive Order 13010, Critical Infrastructure Protection.



Summaries of other relevant Executive Orders are provided in the form of annotated bibliographies in Regulatory, Appendix B, Reference.  
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Figure 2-3-2.  Executive Order 12333
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Figure 2-3-2.  Executive Order 12333 (Continued)
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Figure 2-3-3.  Executive Order 12356  �
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Figure 2-3-4.  Executive Order 12382�
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Figure 2-3-5.  Executive Order 12472�
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Figure 2-3-5.  Executive Order 12472 (Continued)
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Figure 2-3-6.  Executive Order 12958��















































































NOTE:  This summary is based upon information received during report research.  It is not meant to be.



Figure 2-3-7.  Executive Order 13010
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Figure 2-3-7.  Executive Order 13010 (Continued)
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�2.4  POLICY ENVIRONMENT



WHAT’S NEW?



The end of this section now includes recent activities in:



Policy development and implementation.

Risk management.

Encryption and export policy.





Particularly as it applies to a government body, policy is defined as a high-level overall plan or course of action intended to influence and determine decisions, actions, and other matters.  Policy guidance and documents are generally less permanent than regulatory documents, and carry neither the weight nor the force of law.  Policy generally applies to a subset of the population, although universal application is not excluded.



Currently, there is no national policy on information warfare; however, a body of guidance is being created in the Executive Branch.  Several policy boards, committees, and working groups have been established to address security policy for the government.



Specific issues falling within the realm of information warfare have been addressed in policy documents as the need has arisen.  The DoD has produced most of these policy documents.  Other regulatory agencies providing policy include the DoC, the DoJ, and the Department of the Treasury (DoTreas). 



Issues relating to information warfare are perceived in various ways at the national level.  The DoD clearly has an interest in promoting a coherent, national policy and strategy for information warfare.  Other Federal Departments and Agencies with a stake in information assurance may have differing perspectives on how to implement information assurance goals.  For example, while the missions of Justice and Treasury are very different, both departments are concerned with the protection of information.  Their purpose in protecting that information will be driven by dissimilar motivations and mission requirements, different sets of data sensitivity and criticality, and a great variety of threats and vulnerabilities.



Another key factor which contributes to the complexity of the issue of policy at the national level is the dynamic nature of technology.  Information and telecommunications have rapidly converged.  New terms, such as information superhighway and global/national/defense information infrastructure have emerged.  The evolution of technology, and its concurrent influence on the missions of Federal Departments and Agencies, must be closely observed; appropriate responses in the form of intelligent strategies and policies, cogent investment decisions, and responsive implementation plans must be made.  One thing is certain—the technological environment and its impact on information warfare will continue to be dynamic.  Policy must be crafted in such a way that changes in technology do not result in major policy changes.

2.4.1  Overview of Existing Policy



Table 2-4-1 summarizes those policy documents within the Executive Branch that may influence the creation of policy for information warfare in DoD.  (For a listing of key policy documents, see Appendix B, Policy Document Index.)  Most of these documents have been produced within the DoD, reflecting the DoD’s greater sensitivity to information warfare.  Table 2-4-1 is a representative sample of documents that relates to any aspect of the transmission, storage, or protection of information.  Many documents dealing with such topics as personnel security, physical security, communications doctrine and procedures, and security hardware have been excluded.  With few exceptions, the handling of intelligence-related information has also been excluded.



Table 2-4-1.  Information Warfare Policy Documents



Presidential Directives��National Security Directives/Decision Directives��National Communications Security Committee Policies��OMB Circular��Federal Information Resources Manual (IRM)��OSD, Defense Management Review Decisions, Directives, Standards, Regulations,��Manuals, Handbooks, Indexes, and Instructions��CJCS, National Military Strategy Document, Memoranda of Policy, Instructions, Joint Publications��NSA Policy��Army Regulations��Navy Instructions��Marine Corps Orders/Publications��Air Force Regulations and Instructions



Note:  Executive Orders were discussed in Section 2.3, Regulatory��



2.4.1.1  Executive Branch Policy



The lack of National-level policy on information warfare is a source of concern for many, particularly for the DoD.  There is debate across the Federal government as to whether or not a national policy for information warfare is required, how it should be defined, what its components and boundaries are, and whose responsibility it should be.  It is a complex issue at the very least, encompassing many legal and regulatory concepts, and confronting such constitutionally-guaranteed rights as individual privacy.



At the Presidential level, policy has been expressed through such instruments as NSDDs and issuances of the National Security Telecommunications and Information Systems Security Committee and its predecessor organizations, the National COMSEC Committee and the National Telecommunications and Information Systems Security Committee.  For example, NSD 42 stated, as a matter of policy, that “national security systems shall be secured by such means as are necessary to prevent compromise, denial, or exploitation”; established an executive agent and a national manager to implement objectives and policies; and redefined the charter of the NSTISSC to include developing operating policies, procedures, guidelines, instructions, and standards.



Another initiative being fostered at senior levels of the Executive Branch is the support for the so-called information superhighway.  Vice President Gore is spearheading administration efforts under the Information Infrastructure Task Force (IITF).  The information infrastructure of the future will be a key component of any information warfare strategy or policy, whether at the national level, or in the DoD.



A major factor in the handling of information is the delineation of responsibilities by the Computer Security Act of 1987 for classified and unclassified information.  Although the DoD has traditionally placed itself at center stage in the ongoing debate regarding information handling, the act very clearly assigned responsibility for policy formulation for sensitive unclassified information to the DoC.  The NIST was delegated the responsibility for sensitive unclassified standards and guidelines.  The DoD retained its role for classified information.



A cornerstone document to the security of information is OMB Circular A-130, Security of Federal Automated Information Systems.  Revisions to the original document have been made over the past 2 years.  The most recent revision of Appendix III addresses security.  When proposed, the transmittal letter contained the following language, which reflects current thinking at senior levels in the Executive Branch:  “This proposal is intended to guide agencies in securing information as they increasingly rely on an open and interconnected National Information Infrastructure.  It stresses management controls such as individual responsibility, awareness and training, and accountability, rather than technical controls.” The revision requires better integration of security into program and mission goals, reduces the need for centralized reporting of paper security plans, emphasizes the management of risk rather than its measurement, and revises government-wide security responsibilities to be consistent with the Computer Security Act.



In May 1993, the Secretary of Defense and the Director of Central Intelligence established a Joint Security Commission (JSC) to examine the processes used to formulate and implement security policy in the DoD and the Intelligence Community.  In executing its charter, the JSC was guided by the following needs:  flexible policies to match threats; consistent and cost-effective policies; fair and equitable treatment of all Americans; and affordable security.  The Commission saw current security practices and procedures as complex, costly, and fragmented, and a  “profusion of policy formulation authorities” with overlaps and sufficient differences “to create inefficiencies and cause implementation problems.”  The JSC observed that “the policies and standards upon which the Defense and Intelligence Communities base information systems security services were developed when computers were physically and electronically isolated.  As a result, policies and standards:



Are not suitable for the networked world of today .... 

Were developed based on a philosophy of complete risk avoidance and so do not deal effectively with information systems security as part of a balanced mix of security countermeasures ....

Do not provide the flexibility needed to address the wide variations among systems in use today and planned for tomorrow.

Do not differentiate between the security countermeasures needed within and among protected network enclaves and those needed when information must travel to and from less protected or unprotected parts of the infrastructure.

Are beginning to combine computer science and public key cryptography ....  

Are not capable of responding ... to dynamically evolving information technology.”



The JSC recommended the creation of “a joint DoD/DCI security executive committee, and that the committee oversee development of a coherent network-oriented information systems security policy for the Department of Defense and the Intelligence Community that also could serve the entire government.”  The structure which was put in place was shown in Figure 2-1-7, U.S. Security Policy Board.



The 12-member U.S. Security Policy Board was created under the National Security Council by PDD 29.  Below the Board were established a 26-member Security Policy Forum (composed of representatives of other Federal agencies and departments) and a 5-member Security Policy Advisory Board with civilian membership.  The Board has subordinate working groups to address such subjects as personnel security, physical security, information classification, system security, training, and policy integration.



The existence of and the work produced by the Board has encountered resistance from those who see an overbearing presence from Defense interests, and an attempt to institute closer relationships between the classified and unclassified environments.  The future of the Board and its work, particularly in the area of information systems security, is the subject of some debate.



2.4.1.2  Department of Defense Policy



Considerable effort has been undertaken within OSD and the services to move forward in the information warfare area, including the creation of policy documents.  These documents have been written to fulfill the primary mission of DoD, i.e., the execution of national military strategy as directed by National Command Authority.  This annex provides programming guidance and priorities to support the force structure required to execute the national military strategy and serves as support documentation for the core C4 capabilities identified in the Defense Planning Guidance.



The Secretary of Defense and OSD have published Regulations, Directives, Manuals, Handbooks, and Instructions which relate either directly or indirectly to information warfare.  Most notable among these is DoD Directive TS3600.1, Information Warfare.  This directive establishes DoD information warfare policy and assigns responsibilities.  It provides the basis for developing policy within DoD and in the services and directs acquisition of systems to meet operational requirements.  It specifically assigns responsibility, for example, to the Assistant Secretary of Defense, for C3I as the primary point of contact for information warfare within DoD; to the Director, NSA, for information purposes in matters relating to technology and system development; and to the Director, DISA, for the protection of the Defense Information Infrastructure (DII).  DoDD TS3600.1 is currently being revised.  Protection of the DII is the basis for a Memorandum of Agreement between DISA and NSA concerning the Defense-Wide Information Systems Security Program (DISSP).



Secretary of Defense Cheney approved policy documents known as Defense Management Review Decisions (DMRDs), which have relevance to information warfare and information systems.  The most well known of these is DMRD 918.



The Chairman, Joint Chiefs of Staff (CJCS), has similarly issued Instructions, Memoranda of Policy (MOPs), and Joint Publications.  Joint Publication 1, Joint Warfare, refers to the “information differential.”  CJCS MOP 30, Command and Control Warfare (C2W) provides joint policy and guidance for both offensive and defensive aspects of C2W.  Recent Joint Staff publications include CJCSI 3210.01, Joint Information Warfare Policy (U), published in January 1996, and CJCSI 6510.01A, Defensive Information Warfare Implementation, dated 31 May 1996.



2.4.2  Military Department and Service Policies



The military departments and Services have been busily engaged in developing and implementing policy for information warfare.  Although lacking comprehensive guidance from higher authority, emerging service policy, doctrine, and implementing instructions generally refer to DoD Directive TS3600.1 and CJCS MOP 30.



Efforts of the services appear to be proceeding in the same general direction.  There are universal concerns for such items as national-level policy, drafting of doctrine, establishing executive agency responsibilities and an operating structure, staffing, integration of information warfare into traditional missions, acquisition, and training.



The exploration of military department directives in detail is beyond the scope of this paper. Appendix A contains Service organizational summaries which discuss key IW/C2W doctrine and policy.



2.4.3  Implementation Standards, Guidelines, and Procedures



Within the Executive branch of government, there exists a large body of standards, guidelines, and procedures designed to implement policy.  As instruments of policy, this guidance is essential to ensure adherence to both the letter and the intent of policies from higher authority.  In fact, the traceability of guidance and procedure is made not only to policy, but frequently to law as well.



These standards, guidelines, and procedures generally fall into one of the categories shown in Table 2-4-2.  Note the large number of applicable documents.  It is not within the scope of this paper to explore the details of the implementing guidance.  For a listing of key implementation guidelines, standards, and procedures, see Appendix B, Implementation Guidelines, Standards, and Procedures Index.  The index contains a thorough representative sample of documents.



Table 2-4-2.  Implementation Guidelines, Standards and Procedures



Number�Type Document��24�National Communications Security (COMSEC) Instructions (NACSI), 

Information  Memoranda (NACSIM), and Emanations Memoranda (NACSEM)��63�	National Telecommunications and Information Systems Security Committee/National Security Telecommunications and Information Systems Security Committee (NTISSC/NSTISSC) Issuances��4�Office of Management and Budget Bulletins���Director, Central Intelligence Directives��36�National Computer Security Center (NCSC) Rainbow Series��33�NIST Special Publications��146�Federal Information Processing Standards Publications (FIPSPUBS)��7�DIA Manuals��2�Compartmented Mode Workstation (CMW) Publications��6�COMSEC Program Publications��9�TEMPEST Program Publications��4�Other Security-relevant Government Publications��



2.4.4  Recent Activities



2.4.4.1  Policy Development 



Currently, there is no specific national policy on information warfare, information assurance, or information protection.  However, a body of related policies and guidance has been or is being created in the Executive Branch.  The OMB released its latest revision to Circular A-130, which addresses the security of Federal Information Resources.



The military services have also published or drafted several policy or guidance documents: DA Pam 525-69, Information Operations; the Army C2 Protect Library; FM 100-6, Information Operations; OPNAVINST 3430.26, Implementing Instruction for Information Warfare/Command and Control Warfare (IW/C2W); and AFI 33-207, Information Protection Operations.  



�2.4.4.2  Risk Management



In February 1994, The Joint Security Commission published a report for the Secretary of Defense and the Director of Central Intelligence; “Redefining Security.”  The report recommended “using risk management as the underlying basis for security decisionmaking.”  In September 1994, the White House announced the signing of Presidential Decision Directive (PDD 29).  The directive stated that a new security process is required and that the process should be based on sound threat analysis and risk management practices.  



The actual incorporation of language requiring risk management has appeared in at least one policy-level document.  In April 1995, the Director of Central Intelligence issued a revision to Director Central Intelligence Directive (DCID) 1/7, “Security Controls on Dissemination of Intelligence Information,” which explicitly encourages a risk management approach to classifiers of disseminated intelligence information.



While a risk management approach has been mandated by the White House, the community at large is having difficulty in determining how to incorporate risk management into its current processes.  Several committees and boards are currently attempting to determine how to apply a risk management approach.  The problem in defining a risk management approach is that the “risk avoidance” culture that developed and matured during the “Cold War” is not easily overcome.  



Historically, the U.S. Government has used a threat-based approach to develop security policies, standards, practices, and procedures.  The Joint Security Commission recognized that in the past, most security decisions have been linked in one way or another to assumptions about threat.  These assumptions frequently postulated an all-knowing, highly competent enemy.  The Joint Security Commission stated, “Against this danger, we strove to avoid security risks by maximizing our defenses and minimizing our vulnerabilities....   We used worst case scenarios as the basis for most of our security planning.”  This threat-based approach to security resulted in highly controlled, structured security programs whose procedures are intricate and rigidly enforced (a compliance-based approach).



Risk management requires the evaluation of threats and vulnerabilities and a cost-benefit determination of potential security measures.  This cost benefit determination involves assessing the impact of successful attacks on information systems, networks, and other elements of the information infrastructure.  A risk management approach will enable the allocation of scarce resources effectively and provide security at an affordable price.



2.4.4.3  Encryption and Export Policy



Encryption policy to include exportability of encryption products is one of the most volatile issues within the Federal government and private industry.  Encryption policy has also drawn the attention of the Congress.



There is currently strong debate within the United States about the proper balance between national security, law enforcement, commerce and privacy.  Law enforcement and national security agencies would like to maintain tight control over civilian encryption technologies and privacy rights advocates fight to expand their ability to distribute and use cryptographic products as they please.  



On May 20, 1996, the Interagency Working Group on Cryptographic Policy issued a draft report; “Enabling Privacy, Commerce, Security and Public Safety in the Global Information Infrastructure.”  The report presents a vision for developing a cryptographic infrastructure that will protect valuable information on national and international networks.  Further, the report outlines a course of action for developing an infrastructure that will protect valuable national information resources on national and international networks.  Government and industry must work together to create a security management infrastructure and attendant products that incorporate robust cryptography without undermining national security and public safety.  A policy for escrow of cryptographic keys that provides a basis for bilateral and multilateral government agreements is needed so that industry can produce products for worldwide interoperability.  Industry will participate in defining algorithms and protocol standards, and will develop key escrow encryption products that are suitable for the protection of both government and private sector information and that will ensure timely, lawful, government decryption access.  Government will help set standards for the Key Management Infrastructure (KMI) and deliver a market for robust security products.  A KMI infrastructure and attendant key escrow products will provide many benefits, both domestic and internationally, as the United States begins to realize the advantages of the global network for improved commerce, security, and public safety.



In addition to the Administration activities, the Congress has been very active in the encryption policy arena.  Several bills are currently being considered.  On May 20, 1996, the National Research Council released a report entitled “Cryptography’s Role in Securing the Information Society.”  The report was requested by the U.S. Congress with the charge to:  “conduct a comprehensive study of cryptographic technologies and national cryptography policy...”; assessing “the effect of cryptographic technologies on.... national security and law enforcement interests of the United States Government, ...commercial interests of United States industry; and...privacy interests of United States citizens; and...the effect on commercial interests of United States industry of export controls on cryptographic technologies.”



The NRC’s Committee to Study National Cryptography Policy made the recommendations shown in Table 2-4-3.





�Table 2-4-3.  National Research Council Cryptography Policy Recommendations



1.	No law should bar the manufacture, sale, or use of any form of encryption within the United States.

2.	National cryptography policy should be developed by the executive and legislative branches on the basis of open public discussion and governed by the rule of law.

3.	National cryptography policy affecting the development and use of commercial cryptography should be more closely aligned with market forces.

4.	Export controls on cryptography should be progressively relaxed but not eliminated.

4.1.	Products providing confidentiality at a level that meets most general commercial requirements should be easily exportable.

4.2.	Products providing stronger confidentiality should be exportable on an expedited basis to a list of approved companies if the proposed product user is willing to provide access to decrypted information upon legally authorized request.

4.3.	The U.S. government should streamline and increase the transparency of the export licensing process for cryptography.

5.	The U.S. government should take steps to assist law enforcement and national security to adjust to new technical realities of the information age.

5.1.	The U.S. government should actively encourage the use of cryptography in nonconfidentiality applications such as user authentication and integrity checks.

5.2.	The U.S. government should promote the security of the telecommunications networks more actively.  At a minimum, the U.S. government should promote the link encryption of cellular communications and the improvement of security at telephone switches.

5.3.	To better understand how escrowed encryption might operate, the U.S. government should explore escrowed encryption for its own uses.  To address the critical international dimensions of escrowed communications, the U.S. government should work with other nations on this topic.

5.4.	Congress should seriously consider legislation that would impose criminal penalties on the use of encrypted communications in interstate commerce with the intent to commit a federal crime.

5.5.	High priority should be given to research, development, and deployment of additional technical capabilities for law enforcement and national security to cope with new technological challenges.

6.	The U.S. government should develop a mechanism to promote information security in the private sector.







�2.4.4.4  Revised Appendix III to OMB Circular A-130



Appendix III, “Security of Federal Automated Information Resources” revised procedures contained in the original A-130 Appendix III and incorporates requirements contained in the Computer Security Act of 1987 (P.L. 100-235) and responsibilities assigned in applicable national security directives.  It requires agency programs to include a minimum set of security controls in general support systems and major applications.  



The new Appendix III will guide agencies in securing government information resources as they rely increasingly on an open and interconnected National Information Infrastructure.  It requires agencies to ensure that risk-based rules of behavior are established, that employees are trained in them, and that the rules are enforced.  The revision also integrates security into program and mission goals, reduces the centralized reporting of security plans, emphasizes the management of risk rather than its measurement, and revises government-wide security responsibilities to be consistent with the Computer Security Act of 1987 and the Paperwork Reduction Act of 1995.



The new version of Appendix III eliminates several requirements from previous versions and adds some new ones:  



There is no longer a requirement for an agency information security official.

There is no longer a requirement to certify the security controls in sensitive applications.

There is no longer a requirement for an agency-level information security program; training is now required to be specific for systems.

The requirement for the performance of formal risk analysis, as an element of an agency information security has been dropped.  The requirement is for management of risk rather than measurement of risk.

There is a new requirement for incident response capabilities at the system level.

There is a new requirement for the inclusion of a summary of agency security plans in the information resources management plan required by the Paperwork Reduction Act.



2.4.4.5  Moynihan Commission



On April 30, 1994, the President signed legislation appointing the Commission on Protecting and Reducing Government Secrecy.  This legislation calls for comprehensive reform designed to reduce the volume of information classified, strengthen the protection of legitimately classified information, and improve current procedures for the granting of security clearances.  The Commission met for the first time on January 10, 1995.  The Commission consists of 12 members; 4 are Members of Congress, 1 is a senior Executive Branch official, and 7 are from the private sector.  The Commission staff includes specialists detailed from the Department of State, the Department of Defense, the Central Intelligence Agency, and the National Security Agency.  



The Commission staff is currently investigating issues and soliciting views from government officials, industry representatives, scientists, historians and archivists, journalists, and other interested parties on classification, declassification, and personnel security issues and on how new information technologies will affect the protection and reduction of secrecy for the rest of the decade and the 21st century.  The Commission is currently developing a report due by mid-1996.   A final report containing the Commission’s findings and recommendations is scheduled for release in early 1997.
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�2.5 TECHNOLOGY ENVIRONMENT



WHAT’S NEW?



This section now contains:



Some examples of growing dependence on information technology from the Bosnia experience.

A more detailed examination of emerging technologies applicable to information assurance.

A discussion of some of the applicable research and development activities.





Emerging technology has had, is having, and will continue to have a profound impact on both offensive and defensive information warfare.  Emerging technology involves all stages in the processing, transmission, storage, encryption, and protection of information.  Technology has also advanced in related areas such as physical security, access controls, and audit techniques.  Technology solutions are not limited to either hardware or software, but cover the entire spectrum of potential solutions.  In many cases, there is a continuous spiral of development as countermeasures are developed to mitigate vulnerabilities, new methods of attack are discovered, and yet additional countermeasures are required.  Many technology solutions have the potential of being used for illicit purposes; that fear has recently been expressed with reference to the Security Administrator’s Tool for Analyzing Networks (SATAN).



Governments, individuals, and corporations rely more upon information.  As the Tofflers note in their book, The Third Wave, we have become an information-based society.  As information becomes more available and reliance on that information grows, the effects that could result from the loss of the information become more serious.  People and organizations rely upon technology for their daily activities.  If a serious and coordinated attack is made upon telecommunications assets, there will be serious effects on the general public as well as the military.  The military’s ability to conduct effective operations will also be seriously impaired.



This section addresses the fundamental information security requirements, highlights some of technologies used for information security, discusses some of the emerging technologies, and briefly discusses some of the research and development efforts in the area of information security.  It does not address technologies that are specifically related to battlefield modernization and tactical warfare; such technologies are predominantly classified.  Emerging technologies are being fostered by such efforts as the Joint Warfighters Capability Assessment (JWCA) and research and development in technologies that potentially have long-range information warfare applications.  



2.5.1  Fundamental Information Security Requirements and Techniques



Our society, in general, has greater reliance upon information and technology than other societies do.  The NII (a subset of which is the DII) is enabled by this technology.  Disruptions to the infrastructure, as we have experienced through both natural and manmade disasters, have highlighted our critical reliance on information.   During these disruptions, both the psychological effects and the incredible cost of deprivation of information have been felt. Minimizing the effects of disruptions will require improved information protection.  Emerging technology has the potential of providing some relief.



Information protection comprises the authenticity, confidentiality, availability, integrity, and nonrepudiation of information being handled within the infrastructure.  It requires proper implementation of security features appropriate for individual environments, such as passwords, firewalls, or other countermeasures.



Authentication and encryption are two protection techniques that are evolving quickly on the international level.  While these techniques may provide effective measures to ensure confidentiality and integrity of information, they would be rendered useless by a denial of service attack on the information infrastructure.  Denial of service attacks prevent the user from accessing the information  The information infrastructure is very vulnerable to denial of service attacks.  It is difficult to provide ironclad countermeasures against a denial of service attack.  A comprehensive risk analysis and implementation of recommended countermeasures are essential to mitigate the risk of exposure to this attack.  Many technology advances are developed in reaction to an identified problem, and that may be the case with denial of service attacks.



2.5.1.1	 Authentication



Authentication is the verification of the identity of an individual or the source of information.  In its simplest form, authentication can be thought of in terms of traditional passwords or a Personal Identification Number (PIN).  Authentication of identity can also be achieved by other devices, such as tokens, smart cards, or biometric devices which can be attributed uniquely to one individual.  Authentication of the source of information can now be demonstrated through such techniques as the digital signature.



The use of passwords is the simplest method of authentication to implement, as well as being the most acceptable to the general public.  But because of applications that can guess and steal passwords (such as those used against the DoD during attacks through the Internet) and because of poor password management on the part of users, the use of passwords to provide secure authentication has been severely compromised.  The use of one-time passwords, or similar one-time, encrypted authentication techniques may provide a more secure protection mechanism.



Tokens may also be used to authenticate an identity.  The individual must present a card to the system and enter a password, as in the mechanism used for an Automated Teller Machine (ATM).  Biometric techniques are by far the most exotic and expensive form of authentication.  Their advantage is that they are relatively accurate, and, unless the data base is compromised, they eliminate the vulnerability associated with a compromised password or a lost token.  In almost all cases, the inaccuracies yield false negative responses, rather than false positive responses, thus erring on the side of strengthened security.  Common biometric authentication techniques include fingerprinting, hand measures, voice identification, and retinal scans.

Digital signatures  provide an authentication mechanism that a sender and a receiver of a message can use to verify the identity of the sender of a message, and thus the message integrity.  Digital signatures use public key cryptography to associate the sender uniquely with the message.



2.5.1.2	Encryption



Encryption is the transformation of data into a form unreadable by anyone without the appropriate decryption key.  Encryption allows secure communications over an otherwise non-secured channel.  Many products are currently being implemented that address encryption and/or secure communications using password systems, cards, single-use keys, public key systems, and private/secret key systems.



Some of the encryption systems currently available or being developed include S/KEY, Kerberos, RSA (named after its creators, Rivest, Shamir, and Adleman), Privacy Enhanced Mail (PEM), Pretty Good Privacy (PGP), Digital Encryption Standard (DES), Public Key Cryptography Standards (PKCS), and SKIPJACK.  To understand the impact these systems may have on information warfare, it is important to understand the difference between public key and private/secret key systems.  Traditional cryptography is based on both the sender and the receiver of a message knowing and using the same private/secret key.  A significant problem with private/secret key systems is the secure distribution of the key.  Public key systems try to alleviate this key management problem.  In a public key system each person has two keys, a public key and a private key.  The public key is used to encrypt messages; the private key, to decrypt them.  In this way the private key is never transmitted across the network.  Public key systems are often significantly slower than private/secret key systems.  These systems can be combined; the public key system is used to encrypt a private/secret key, which is used to encrypt a message.  Using this methodology, the identity of a sender can be authenticated while the data is protected.



S/KEY is a single-use password authentication system developed at BELLCORE and publicly available on the Internet.  The purpose of S/KEY is to prevent network sniffing applications from discovering user passwords.  A secret password of the client is used with a seed from the host to generate a sequence of single-use passwords.  Only the derived, one-time password crosses the network.



Kerberos is an authentication system designed to prevent password detection within a Kerberos environment or among hosts all fully supporting the Kerberos protocol.  Kerberos is based on DES symmetric key encryption and uses a trusted host as an independent source of key verification.  The Kerberos trusted host or server contains all the secret keys and must be physically secure.  If the host is compromised, so are all of the secret keys.



There are also asymmetric encryption systems such as RSA.  SPX is an experimental system that uses RSA.  SPX depends on each party having a certifying authority.  It uses digital signatures that consist of a token encrypted in the private key of the signing entity and that are validated using the appropriate public key.  The public key is obtained under the signature of the trusted certification authority.  Parts of the authentication exchange are encrypted to prevent a replay attack.



PEM is an Internet mail standard that has been designed and proposed but not yet officially adopted.  It was created to provide secure e-mail and works with current e-mail formats.  Currently PEM explicitly supports only DES message encryption and supports both DES and RSA for key management.  Trusted Information Systems, Inc. (TIS), has released an implementation of PEM that is intended for individual, not commercial, use.  There is no cost for the TIS software. 



PGP system is based on RSA but does not require a certifying authority.  PGP was developed by Phil Zimmerman who provided it freely, resulting in international distribution and, consequently, in investigations for export violations.  The Department of Treasury recently announced that it was no longer investigating Phil Zimmerman for export violations.  PGP for individual use is available for the DOS, Macintosh(, UNIX(, Amiga, Atari, VMS, and OS/2( platforms and has Italian, Spanish, German, Swedish, and Russian foreign language modules available.  PGP is available via anonymous file transfer protocol (ftp) from sites in the United States, Germany, Sweden, Spain, Canada, United Kingdom, Italy, Finland, Australia, Netherlands, and New Zealand.  PGP is also available commercially from ViaCrypt, but this version is not available for export from the United States.



DES is an encryption block cipher defined and endorsed by the U.S. Government.  DES is a secret-key, symmetric encryption system.  Symmetric key encryption means that the same key is used for encryption and decryption.  DES hardware and software export from the United States is strictly regulated by the DoS and NSA.  However, the DES algorithm is currently in use worldwide. 



PKCS is a set of standards for implementation of public-key cryptography issued by RSA Data Security, Inc., in cooperation with a computer industry consortium.  PKCS is compatible with PEM but extends beyond it to handle binary data.  It supports RSA, DES, and Diffie-Hellman key exchange.



SKIPJACK, the algorithm used by the Clipper chip, is a classified encryption/decryption algorithm designed by NSA.  SKIPJACK uses key escrow.  It is designed with a law enforcement access field (LEAF) which enables an authorized law enforcement official to decrypt the data.  Reviews of SKIPJACK show it to be significantly more robust (more resistant to breaking) than DES.  However, there is significant public concern about the law enforcement access and about the possibility of NSA being able to decrypt messages.



Key escrow involves an escrow agent maintaining a copy of an encryption key that can decrypt otherwise secure data.  Law enforcement agencies need to decrypt messages, because otherwise well-financed criminal organizations can secure their communications against monitoring by law enforcement agencies.  Key escrow provides for messages to be secure from all unauthorized readers, except for valid law enforcement authorities.  This concept is a source of significant public controversy, because there is strong public sentiment against the Government being able to compromise data that the public perceives to be secure.  An additional controversy arises when exportation of key escrow is required.  U.S. companies attempting to sell computers to foreign entities would be required to sell them with the key escrow feature, which would make the product undesirable to the foreign buyers.  Because there are many other methods for encrypting data, the foreign buyers are not limited to considering U.S.-made products if they desire security features.



The export restrictions placed on related hardware and software inhibit widespread implementation of U.S. manufactured authentication and encryption systems.  These restrictions discourage commercial application developers from including encryption systems in their products.  Not only do the restrictions discourage export of these products, but also encryption is illegal in some countries.



2.5.1.3	 Communications



There will soon be a proliferation of high-volume data communications exchange systems.  Industry is driving the market and technological advances in increased communications bandwidth.  The new technologies that are facilitating higher rates of data communications include Synchronous Optical Networks (SONET), Asynchronous Transfer Mode (ATM), Frame Relay, Broadband Technologies, and Integrated Services Digital Network (ISDN).  While these protocols are very different in implementation, they all allow for a dramatic growth in bandwidth.  ISDN is primarily intended to provide relatively high data transfer rates to small businesses and home computers; the other protocols are intended for use in Wide Area Networks.  Care must be exercised in employing these technologies, as the degree to which security features have been considered and implemented will vary, and vulnerabilities will exist.



SONET is a fiber-based ring technology that, while offering significant bandwidth, is vulnerable to interception.  Data messages are transmitted intact throughout the ring from one node of the network to another.  If a node determines that the message is not intended for that particular node, then it will pass the message on to the next node of the ring.  The problem is that every node on the ring could read or intercept data intended for another node, allowing for the potential compromise of all data on the network.



ATM uses cell-relay technology.  A cell is a fixed-size, fixed-format packet.  Cell and Frame Relay technologies are protocols that break up a message into many packets and transmit each packet according to the most efficient route.  Packets from the same message might have totally separate routes, and it is the responsibility of the receiving node to reassemble all packets into the original message.  These packet-switched protocols allow for great redundancy and survivability.  A significant portion of a packet-switching network must be disabled for communications to be lost.  In spite of some inherent protection, ATM/SONET networks can be disrupted and data can be compromised.  Indications are that early commercial and government implementations of ATM/SONET are not very secure.



ISDN is intended for high data transfer rates for low usage communications links.  ISDN services are provided by the Regional Bell Operating Companies, and use local telephone lines.  The protocol allows for two separate streams of data:  a voice stream and a data stream.  Separate data streams allow for simultaneous activities.  Since ISDN services are dependent upon the PSN, they are susceptible to the same types of compromises that are faced by all other data transmitted over telephone lines.



2.5.1.4	 Firewalls, Guards, and Multilevel Devices



Firewalls filter network traffic and prevent undesirable traffic from reaching protected computers.  Firewall use is increasing and will continue to do so.  The firewall technology can effectively secure networks from intrusion in many cases.  However, different firewall vendors provide different levels of protection.  Despite the potential for compromises, firewalls can provide one of the more effective protection mechanisms, when they are properly implemented.



Firewalls have several disadvantages.  The firewall is a bottleneck for network traffic and a single point of failure for the local network.  If a firewall does not function, all connectivity may be lost.  Additionally, firewalls are not very versatile when it comes to providing additional services, such as allowing for new communications protocols.  Effective firewalls also limit services to individuals, limiting system functionality and frequently limiting usability.  Many organizations struggle with the security versus usability conflict.



Guards are processors that limit the exchange of information between systems.  They generally operate on strict formatting rules and provide an effective means of segregating messages with differing classifications.



Multilevel devices are trusted systems or equipment which process information with differing classifications or categories and which permit simultaneous access by users with different security clearances while denying access to users who lack authorization.  These devices, sometimes referred to as Multilevel Security (MLS), are being fielded within portions of DoD.



While all of these devices provide some measure of information security, there are few standards to guide systems administrators and users in the selection of products to ensure a uniform level of security for selected domains.



2.5.2  Electronic Battlefield



The proliferation of information is also heading to the battlefield.  All U.S. military units rely upon information technologies for basic functionality.  For example, the Global Positioning System (GPS) has improved the efficiency of military operations and weapons employment.



Not only are forces in the field better informed, they are also better equipped.  The miniaturization of technology provides forces with portable computers and communications systems, allowing for the modification of plans, tactics, and strategies in real time.



New problems of compromise arise as portable technology is integrated into the battlefield.  Additionally, equipment and technology are placed closer to the conflict, which could provide access to U.S. communications circuits, and thus to critical strategic and tactical information.  Two separate methods of minimizing the ill effects of enemy capture should be considered:  authentication mechanisms and tamperproof containers or destruction mechanisms.  Authentication mechanisms that minimize exploitation of captured equipment must be considered.



The electronic battlefield will create new training challenges.  Our forces must be trained to operate efficiently both with and without new technology.  They must be able to utilize fully the information provided by technology, but they must also continue to operate if their equipment is rendered useless.  Training must not ignore basic skills, even when the environment relies upon technology.



The following extracts from Special Report:  Bosnia, The Role of I.T. in Operation Joint Endeavor, a Supplement to Federal Computer Week, April 29, 1996, [FCW] illustrate some of these points:



While information technology can’t move mountains or dry up mud, units in Bosnia have proven that sophisticated systems can surmount the formidable problems posed by both.

The Army extended voice, data, and video networks down to infantry company users at forward operating bases.

Military forces from more than 30 nations are participating in Joint Endeavor, and they must all be tied into the unclassified network.

British, French and U.S. tactical systems have been integrated into one cohesive network, with even the Russian brigade tied into the U.S. tactical satellite network.

The Army overcame significant technical challenges to provide Internet service over the narrow-bandwidth tactical command and control networks.

NATO has also purchased more than 200 suitcase-type tactical satellite terminals for use by top commanders in the theater.

The wide-band network was installed as part of the DISA/DARPA $88 million Bosnia C2 Augmentation (BC2A) Network.  Besides providing much-needed wide-band connectivity, BC2A also includes the first operational deployment (for military purposes) of a Global Broadcast System (GBS).

The V Corps video teleconference system runs over tactical links, while an intelligence community VTC system runs over the Defense Information Systems Network circuits, allowing face-to-face conversations not only with personnel in the European theater but all the way back to the Pentagon.

The Joint Endeavor telemedicine network will use high-bandwidth circuits(up to 

4 megabit/sec(to support such applications as telesurgery, telemedicine, telepsychology, and teledentistry.  The Army wants to use telemedicine to bring specialists to the patient rather than the other way around.  Weather conditions in the region also served as an impetus for the telemedicine network.

The Joint Total Asset Visibility (JTAV) system tracks assets whether they are on order from a supplier, in transit, or in storage.

Most U.S. units in Bosnia, Croatia, or Hungary(whether housed in tents, trailers, or shot-up office buildings(are equipped with several commercial off-the-shelf computers and workstations.

Many information technology vendors have followed their products into Bosnia, providing support and maintenance.

In Operation Joint Endeavor, the military is relying on new imagery software and other off-the-shelf technology to deliver 3-D and multi-layered maps to the field.

Since Operation Joint Endeavor began in December, the Defense Department’s combat photo journalists have dispatched thousands of images from the field in digital format.



2.5.3  Emerging Technologies



As a part of its Joint Warfare Capability Assessment of Information Warfare, the Joint Staff (J6K) requested the Institute for Defense Analyses (IDA) to research, analyze, and evaluate open systems technologies within the DoD and private industry to baseline IW technology.  The results of that effort are outlined in a document [IDA 1] and a paper [IDA 2].  These are available from the Joint Staff (J6K).



The IDA Document identifies 56 technologies with potential information warfare application and, for each technology, describes the technology strengths and weaknesses, possible concepts of operation, potential risks and related information such as technology availability, points of contact, and patent or proprietary aspects.  Table 2-5-1 shows the technologies.  The Joint Staff specified the technology grouping (concepts, device technologies, software, and system integration).  The Joint Staff also designated the three system-oriented activity categories with the following brief definitions:



Nodes are discrete functional elements that include sensors, facilities for data and information storage and processing, and automated devices for presentation, analysis, and decision making.

Links are networks and communications for linking nodes to transmit unprocessed and processed sensor data, and to collect and disseminate information such as status/situation reports, archival data, and intelligence, and command messages or task assignments.

Human Factors designate the visual, aural, and tactile interfaces between automated equipment/machines and human operators/analysts/decisionmakers.

�Table 2-5-1.  Information Warfare Technology Matrix





TECHNOLOGIES�Activity Categories

���Links�Nodes�Human

Factors��Concepts�����Immunological approach to change detection���x��Visualization of computer operations (algorithm animation)���x��Computing with DNA molecules���x��Stereo image processing���x��Natural evolution of machine codes:  digital organisms���x��Semiotics���x��Mediology���x��Direct link from the brain to a computer�x��x��Computational sociology (social organization across extended networks)�x��x��Device Technologies�����Fiber-optic undersea information network��x���Microelectromechanical sensors�x����Multiplexed communications with femtosecond laser pulses�x����Electrooptical data storage on thin-film photoconductive materials��x���Three-dimensional holographic storage of digital information��x���Passive millimeter-wave camera��x���Cesium vapor optical correlator��x���Blue-green diode lasers�x�x���Gallium nitride blue and ultraviolet laser diodes�x�x���Protein-based computers��x���Optical flux-monitoring molecular beam epitaxy control system�x�x���Quantum electronic computer device technology��x���Modulable retroreflectors for coherent CO2 laser communication�x����Holographic visor displays��x�x��Integrated neural network for image detection and classification��x���Software�����Real-time video insertion�x��x��Fractal information storage�x�x���Speech recognition technology for hand-held computers���x��Distributed execution environment for high-performance parallel processing�x�x���Image deblurring��x���Multispectral imagery analysis��x���Speech recognition for Windows-equipped personal computers���x��Soft-copy mapping system�x�x�x��Neural networks and fuzzy logic��x�x��Security architectures�x�x���Distributed operating systems�x�x���Distributed multimedia processing�x�x�x��Agent-oriented software/distributed artificial intelligence�x�x�x��Network intrusion detection�x�x���Collaborative information sharing on the World Wide Web�x�x�x��Wavelet-based image compression�x�x����Table 2-5-1.  Information Warfare Technology Matrix (Continued)





TECHNOLOGIES�Activity Categories���Links�Nodes�Human

Factors��System Integration�����Three-dimensional command-and-control information display��x�x��Synchronous optical network�x����Wearable computer systems���x��3-D micro-imaging and visualization��x�x��High-performance multicomputer for 3-D graphics��x�x��Ultra-high-performance multicomputer for 3-D graphic��x�x��Haptic displays (force feedback for virtual environments)��x�x��Nanomanipulator��x�x��Optoelectronic head-tracker for head-mounted displays���x��Ultrasound visualization (augmented-reality echography display)��x�x��Electronic support measurement bistatic sensor technology��x���Acoustic daylight ocean noise imaging system��x���Laser beam propagation through atmospheric turbulence�x����Integrated optical-digital correlation��x���Real-time 3-D imaging and control��x�x��Directed search testbed and collaborative analysis and decision-making��x�x��



The companion IDA Paper identifies a subset of the 56 technologies which were subjected to a closer examination for potential payoffs, feasibility, and risks.  Twelve information technology application areas were identified for priority consideration.  For each area, the Paper describes the technology or technological area and its applications, summarizes the potential payoff from exploitation of the technology, identifies the elements of risk and potential risk mitigation factors, and suggests programmatic approaches to exploiting the technology.  Table 2-5-2 lists the technology applications for priority consideration.



Table 2-5-2.  Technology Applications for Priority Consideration



Advanced Computational Concepts��Framework for Development of Tools for Offensive IW and C4I Performance Enhancement��Image Representation��Diode Laser Applications��Interfaces for Enhanced Situational Awareness��Automatic Target Recognition��Foliage Penetration Technologies��Passive Polystatic Surveillance Networks��Laser Communications for Video Transmissions��Microsystems as Electronic Sensors��Microwave Emitters��Battlefield Simulation Concepts��In 1995, the Defense Advanced Research Projects Agency’s Information Science and Technology (ISAT) office commissioned a Summer Study on Survivable Distributed Information Systems.  The purpose of the study was to determine whether the nation’s critical information infrastructure could be hardened to improve survivability against a wide range of possible intentional and accidental threats.  The study found the following:  



The systems that matter are often complex and unstructured with multiple legacy and commercial off-the-shelf components.

The process of hardening complex systems is poorly understood.

Laboratory successes are not impacting the nationally critical technologies.

There is a requirement for a practical technology for selectively hardening complex systems to achieve high confidence solutions.



The study suggests a concept of wrappers to satisfy this requirement.  The concept allows the superimposition of a framework with a well specified structure, captures the critical elements of the underlying system, and offers a form of leverage with which to introduce robustness solutions.  The wrapper concept suggests intercepting the Input/Output of existing components, applications, and data to provide additional capabilities for fault tolerance, security, intrusion detection, system reconfiguration and systems management.



The study also analyzed two infrastructures, the electric power distribution and financial services.  The study analyzed the vulnerability of the infrastructures to information warfare and recommended improvements to the robustness of the infrastructures.  Tables 2-5-3 and 2-5-4 summarize these recommendations.



Table 2-5-3.  ISAT 1995 IW-D Summer Study Recommendations on

Electric Power Distribution



Protect all Control/Monitoring/Communication Sessions in the Region.��Encryption, Authentication, Authorization.��Effortless Admin, Call Setup.��Make Good Firewalls and Testers.��Vulnerability Evaluation Tools.��Develop Simulations.��Operator Training.��Red Teaming.��Disaster/Attack Recovery.��Develop Aids for Intrusion Detection.��



�Table 2-5-4.  ISAT 1995 IW-D Summer Study Recommendations on Financial Services



Strengthen End-System Robustness.��Multi-function Smart Cards with Cryptographic Services.��Selective Cryptographic Functions.��Real-time Fault-tolerant Operating Systems.��“Anticipatory” System Behavioral Monitors.��Computational Service “User Agreements.”��Strengthen Networking Robustness.��High Bandwidth Circuits.��Authenticated, Encrypted Virtual Circuits.��Bandwidth Reservations.

Network “User Agreements.”��Selective Partitioning & Routing.��Certification Authority Structure.��



2.5.4  Research and Development



In the area of defensive information warfare research and development, the Defense Advanced Research Projects Agency (DARPA), the Defense Information Systems Agency (DISA), and the National Security Agency (NSA) have signed a Memorandum of Agreement to cooperate in the development of new security tools and applications.  DARPA supplies its ability to apply high-risk R&D to solve complex problems requiring advanced technology and support state-of-the-art feasibility demonstrations using leading edge technology.  NSA supplies expertise in cryptology development and encryption, along with experience in conducting vulnerability analysis for the intelligence community.  DISA provides the test beds for inserting these new technologies into information systems operations in a scaleable, modular fashion and will support the transition of the prototypes into production systems that can support the entire Defense Information Infrastructure.  Tables 2-5-5 and 2-5-6 show DARPA and NSA technology research areas.  [IDA 1] 



Table 2-5-5.  DARPA Technology Research Areas



Artificial Neural Networks.��Broadband Information Technology.��Defense Information Enterprise (Scalability).��Defense Technology Integration and Infrastructure.��Education and Training.��Information Survivability.��Intelligent Systems.��Microsystems.��



Table 2-5-6.  NSA Technology Research Areas



Trusted Operating Systems.��Firewalls.��Network Countermeasures.��Security Management.��High-Speed Encryption.��Biometrics.��Cryptography.��Secure Data Bases.��

�
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�2.6  INTELLIGENCE ENVIRONMENT



WHAT’S NEW?



This section has been enhanced to include material on threat goals and techniques, as well as information on current intelligence community information warfare activities.  Other sections have also been updated to encompass current developments.





2.6.1  Introduction



Information warfare has both offensive and defensive aspects.  Adversary issues play a part on both sides of the information warfare equation.  In order to mount an effective offense, the adversary must be understood in sufficient detail.  This entails “knowing thy enemy” in terms Sun Tzu would appreciate, i.e., knowing the infrastructure and decision process in detail.  IW-D requires not only some knowledge about potential enemy information warfare capabilities, but also detailed understanding of one’s own infrastructure and vulnerabilities.  This clearly implies knowing more about the infrastructure and its interconnectivity, both here and abroad.  But it also implies an understanding of the potential for new threats, to include the range of potential attackers, the types of attack, and the myriad targets that can be attacked.  



Some new fundamentals apply to this warfare area.  Much of the system architecture we might use in a war might be shared...some may even be shared with an adversary.  It must be expected that any information system that is not totally closed from the outside world is vulnerable to compromise.  Intruders have been able to crack many defensive technologies that have been developed, and it must be expected that they may compromise any new technologies that will be developed.  In such an environment, rapid detection and restoration may be critical.  Intruders do not have to exploit the technology if they can bypass the technology through non-technical means, or if disruption is the goal rather than exploitation.  Many of the information warfare issues and questions are familiar, but the pace of change and scale of the problem is new.  Moreover, the state-of-the-art in this technical area is in the commercial world—not in the DoD.  



Information warfare attacks may not be made with the sole intent of disabling the military information infrastructure.  The DoD operates within a larger national and international infrastructure of information systems.  This infrastructure supports many functions within society, and those functions (not the supporting information infrastructure) may be the ultimate targets of information warfare actions.  Thus, attacks may be aimed at disabling economic activities or safe air traffic control or power distribution in ways which constrain national or economic security.  The defensive issues may be outside the purview of DoD, but are not beyond the scope of potential information warfare approaches to warfare and the concomitant requirement for information regarding adversary capabilities.  Clearly, for DoD approaches to IW-D, knowledge of potential adversary functional capabilities must be collected and analyzed.



Information warfare creates comprehensive new challenges for the intelligence community.   Offensive and defensive IW intelligence requirements are closely linked.  Adversary capabilities and vulnerabilities are critical to both offensive and defensive operations.  The traditional intelligence functions of early warning(detection; identification; mapping; and understanding the adversary, his thought processes, his perceptions, and his culture(must be reexamined.  Coherent strategy, both in-depth and operational, for information warfare intelligence must be developed.  This should not be simply a collection strategy; rather, it must also incorporate surveillance planning, data base and decision aid development, and considerations of timing and sequencing normally associated with operational planning.  The strategy must address the following key issues.



The first challenge is the number and identities of potential adversaries.  The United States faces a multipolar world, one in which it is much more difficult to determine who the next adversary might be and what his capabilities or vulnerabilities might be.  The focus of the past 50 years on the former Soviet Union consumed a vast percentage of the intelligence resources, and at the same time lent some assurance to targeting.  Today, there is a much longer list of potential adversaries, including non-state actors.  A list of 20 or so possibilities adds measurably to the intelligence task, but does not capture the full spectrum of potential information warfare opponents.



The next step is to determine the adversary’s current technological capabilities in the area of information systems and the actual information infrastructure.  How this infrastructure interacts with others, with the international environment, and with the U.S. infrastructure is a central information objective.  We must address ways to represent this infrastructure and its interconnections to the U.S. planners and commanders.



Technology proliferation is a particularly significant problem in information warfare, because the commercial world is driving the state of the art in many of the key technology areas.  Another issue is that of understanding the adversary’s potential future capabilities.  The potential proliferation of information technology amplifies the list of potential adversaries and expands their capabilities.  Understanding the dynamics of information and related technology proliferation is a crucial part of understanding the threat that potential adversaries might pose.



Yet another issue relates to understanding the opponent’s decision processes, command and control processes, infrastructure, and  sustainment functions.  This issue involves knowing everything about the adversary, from who the decisionmaker is, to details about preconceptions, decision rules, data bases, and decision support systems, key advisors, etc.  It is nearly impossible for the intelligence system to supply all of the necessary details, even when focused on a single or only a few adversaries.  As an adversary’s reliance on information and approach to its use may vary, this issue includes the way in which the adversary might plan to use his or her information system.  Questions of emphasis, timing, sequencing, and network effects are only a few of the factors that must be considered.



One other point should be emphasized regarding information warfare.  There is a potentially significant asymmetry in employable means between the adversary and the United States.  A potential opponent can often use any means technically available to penetrate and exploit or disrupt and deny U.S. information systems—in peace as well as in war.  The U.S. warfighters, however, may have significant constraints placed upon them by law and regulation, limiting their actions (see Sections 2.2 and 2.3 for an overview of the legal and regulatory environment). 



These issues of adversary capabilities and potential capabilities, taken together, are the raw material of understanding how vulnerable an adversary might be to information warfare and how an adversary’s capabilities may affect the United States.  U.S. warfighters must include some sense of that vulnerability in planning; they must derive and further develop adequate measures of relative vulnerability.  It is currently hard to model relationships of this sort, partly because adequate measures of effectiveness do not exist.  Although some elements of information warfare can be measured in input terms, and some measures of merit partially described, there are still too many unquantified or unquantifiable terms (e.g., deception, perception management, command, etc.) to permit a detailed analysis.  For example, a vulnerability that cannot be attacked (because appropriate systems do not yet exist, or other constraints apply) may not need to be immediately addressed.  Such a judgment implies some sense of a net assessment against one’s own capabilities—but it remains hard to attach numbers to such judgments.



For the defensive information warfare planner, the above considerations are also important.  However, the focus shifts to assessing how potential adversaries perceive U.S. vulnerabilities, and how they might intend to exploit them.  Although this might be a sufficient statement of the intelligence requirement, it entails many sub-elements of details, making it a very broad requirement indeed.  Questions such as how much the potential opponent knows about the U.S. information infrastructure and decision process, what technologies the opponent might couple with what skills and what the opponent might know about U.S. perceptions, are only a few of these details.  Furthermore, the key questions may not just focus on military capabilities and military doctrine.  Information warfare by a potential opponent may have as its focus elements that go well beyond the Defense and military infrastructure.  Targeting industrial or other targets is not new, but the information warfare manifestation may be particularly leveraged against non-DoD elements.  This makes the information assurance task for the United States a very broad one, with potential for multiple government agency and civilian organization involvement.  The comment regarding asymmetries applies yet again; the opponent may not have such a complex task of coordination.



Thus, the information warfare threat to the NII must be considered in developing future national security strategy.  While an attack on the NII might not directly affect the capability of military hardware or warfighting capability, such an attack could surreptitiously (or visibly) cripple the United States without a shot being fired and without direct knowledge of who the adversary may be.  For example, during Desert Storm, the allied forces concentrated fire power on the Iraqi NII.  This left Iraq blind to attack, crippled the Iraqi economy, and demoralized the nation.  While the allied forces primarily used munitions to destroy the NII, similar attacks may be accomplished against the United States through electronic means.



2.6.2  Intelligence Activities



The Report of the Commission on the Roles and Capabilities of the United States Intelligence Community (Brown/Aspin Commission), “Preparing for the 21st Century:  An Appraisal of U.S. Intelligence,” issued on 1 March 1996, acknowledged the significance of the information warfare threat and the Intelligence Community’s role in this important area:



“Collecting information about “information warfare” threats posed by other countries or by non-governmental groups to U.S. systems is, however, a legitimate mission for the intelligence Community.  Indeed, it is a mission that has grown and will become increasingly important.  It also is a mission which the Commission believes requires better definition.  While a great deal of activity is apparent, it does not appear well coordinated or responsive to an overall strategy.”[USC]



Although, according to some reports, the Intelligence Community came late to an awareness of the existence, nature, and scope of the IW threat, the Intelligence Community is now fully engaged.  The Intelligence Community’s information warfare activities are valid, timely and increasingly coordinated to maximize the derived benefit from many assets.  Intelligence Community efforts in information warfare include the following:



A National Intelligence Estimate on the information warfare threat to be issued by 

1 December 1996.

Creation of an Information Warfare Center of Excellence to be located at NSA and staffed with representatives from NSA, CIA, and DIA.  It will focus on threats, vulnerabilities, and indications and warning.

DIA, responsible for providing indications and warning of foreign military attacks against the United States and its interests, is leading a U.S. government-wide effort to ensure the challenges presented by information warfare are met fully by both the DoD and the National Indications and Warning Communities.

A DIA-led U.S. government-wide effort, the Interdepartmental Information Warfare Threat Working Group, to develop relevant threat information.

A DIA-led Information Warfare Working Group, to define a process and procedures for the coordination and production of threat assessments for information warfare-related activities.



Key efforts center around developing I&W capabilities for information warfare.  The I&W problem is especially troublesome for several reasons.  First, the intelligence sources necessary for I&W in the Information Age are significantly different from those used in traditional I&W (e.g., HUMINT and ELINT).  The speed of information warfare attacks, coupled with near-anonymous offensive capabilities, makes it difficult to differentiate the nature and source of possible attacks.  While information systems and network management tools (e.g., access logs, intrusion detection systems) offer possible sources for I&W, the government does not own or have complete access to these sources and does not have the authority to monitor them.  This gives a potential adversary a backdoor into the infrastructure.  Adversaries are most likely to penetrate the systems the intelligence community isn’t watching and then launch attacks from the compromised system, further disguising their identity.



�2.6.3  Adversary Capabilities



In today’s multi-polar information-dependent world, the spectrum of possible U.S. adversaries has expanded to include, along with traditional nation state adversaries, non-state actors, rogue organizations and terrorists, and in the context of information assurance, perhaps even highly capable individuals.



Indeed, open literature originating in China provides detailed analysis of the strategic aspects of information warfare.  A Chinese Army newspaper reports that:



“Owing to the increasing internationalization of information technology development and the integration of social, political and economic development, people now have to employ stealthier, more indirect and more “surplus” combat means when applying war means to resolve bilateral political contradictions. This means that along with the development of information technology and the constant perfection of  information warfare,  “visible” information wars are going to be reduced in scale so that it will be more difficult to predict when and where a “visible” information war will break out and what type of a threat a “visible information war will create.”  [CHINA] 



Marketing materials from Russia offer a wide range of Electromagnetic Pulse (EMP) weaponry, from hand grenades to mortars.  Printed advertisements show the weapons being utilized in several different environments, from office settings to commercial airports.  Russian President Boris Yeltsin recently stated that, “While maintaining our nuclear potential at the proper level, we need to devote more attention to developing the entire range of means of information warfare ....”  [YELTSIN]



At a lower level, hacker capabilities have maintained a constant threshold.  The Rome Lab intrusions, detailed in a May 1996 GAO report, demonstrate that individual hacker intrusions still pose a threat to defense systems.  As stated in the Air Force report on the incident, “We have only the intruders to thank for the fact that no lasting damage occurred.  Had they decided, as a skilled attacker most certainly will, to bring down the network immediately after the initial intrusion, we would have been powerless to stop them.”  [GAO] 



2.6.3.1  Threat Goals



A potential adversary could use information warfare techniques to achieve the following objectives or goals:



Unauthorized Disclosure of Data:  Unauthorized disclosure of data implies unauthorized access to such information as sensitive security policy, foreign policy, intelligence information and operational plans.  Access to this information provides an adversary advance warning of U.S. intentions and the ability to exercise countering moves such as diplomatic action, military deployments, strategic deception, third country tip-off, or political embarrassment.  Unauthorized knowledge of U.S. plans, readiness posture, research and development initiatives, or program and requirement status could degrade the ability of the JCS, the Services, and the combatant commands to carry out their missions.



The location, capabilities, and readiness of deployed forces are of immense interest to an adversary.  Should such data be compromised, an adversary may be able to determine command and subordinate vulnerabilities and details of strategic, operational, and tactical plans.  With the multitude of platforms generating, transmitting, and receiving information via multiple C3 links, the possibility of compromise is great.



Corruption of Data:  Corruption of data is an insidious method of deception which, if undetected, leads to faulty policy, procurement, and operational decisionmaking and execution.  Once detected, the full extent of data corruption can be elusive, leading to service denial while the impact of the attack is determined and corrective measures are implemented.  Corruption, once detected, calls into question the integrity of the system itself, as well as the data.



Spurious or altered information will impact any system that depends on information flows.  At higher levels, corruption of data will tend to have broader impact.  For example, tasking, mission assignments, and readiness information exchanged between CINCs and the NCA that is based on corrupted data will lead to flawed tasking and faulty advice.  At command and service levels, corruption of data can lead to erroneous targeting, unit movements, and false, altered or deleted orders and logistics support.  Loss of a planning system, for example, may require units to use slower, more labor intensive methods for development of air tasking orders or target registration for artillery.  In fact, delays inherent in corruption or disruption strategies may be the primary objective of such information warfare approaches.



Denial of Service:  Denial of service has serious consequences for operations, whether global in nature or in even mundane transactions.  The technological success of U.S. forces in the Gulf War would not have been possible without the ability to exchange information in a timely fashion.  Conversely, a key objective in the Gulf War was to deny C3 to Iraqi forces by directing a large portion of the air campaign against Iraqi C3 infrastructure.  It is essential for the United States to protect technological superiority by the our ability to communicate and pass data on demand.



At the highest level, denial of service impacts the ability of the chain of command to support the NCA and exercise its prerogatives in providing direction to subordinate commanders.  Loss of communications paths, C3 nodes, or network connectivity will result in loss of efficiency and effectiveness, particularly in crisis.  The loss of telephone service (either secure or unclassified) can interrupt the most routine activities.



Disruption of Communications:  The military theory of the former Soviet Union included strong incentives to disrupt an enemy’s ability to communicate, as a prerequisite for, or in support of, operations.  More recently, in the aftermath of the Gulf War, the Russian military theorists indicate that gaining an initial information advantage is potentially war winning.  Losing the ability to communicate can leave a military unit in the dark, forcing every individual soldier and unit to operate independently of others.  A coordinated attack becomes nearly impossible, particularly in a rapidly changing situation.  Communications are vulnerable on many levels, and attacks on all levels of communications should be expected.



Communications also can be disrupted on a national level.  Communications occurring between senior national or military leaders can be critical to the execution of military operations.  There are several methods that can be employed to disrupt communications at this level.  For example, adversaries might be able to damage satellite communications by disabling the satellite transmission stations, by disabling satellites themselves, or by jamming, intrusion or other soft-kill mechanisms.



The U.S. military relies heavily upon the use of commercial telecommunications for all levels of communication.  As will be discussed later, there are many threats to telephone lines, both nationally and internationally.  A disruption in the telephone system could cause a loss of communications.



Radio transmission is a central element of military communications and may be disrupted in many ways.  While large-scale jamming and disruption are not usually feasible, selective jamming is possible at critical points in operations.  Additionally, attacks on stationary transmitters and relay stations should be expected from a variety of conventional and non-conventional sources.  Although this is not new, some of the potential attacks may have a different character in the rapidly changing environment of global communications.  There are a number of new techniques, or old techniques with new applications, which expand the spectrum of threats to communications systems.



2.6.3.2  Threat Techniques



Threat techniques and tools, particularly used with intent, take on many forms.  Some may be easy to identify and even to detect but are difficult to counter.  Others may not even be detectable.  Still others may be put into place and not activated until some later, more opportune time.  There must be heightened sensitivity to such activities, as the DoD uses more foreign-based COTS components.  Examples include:



Masquerading ( An attempt to gain access to a system by posing as an authorized user.  Once this access is achieved, sensitive and classified data can be compromised and services stolen.



Spoofing ( Insertion of extraneous data or comments in an effort to cause a system to inadvertently disclose information or data.



EW ( Electronic Warfare is made up of three components:  Electronic Attack, Electronic Warfare Support, and Electronic Protection.  As a threat, EW can cause denial of service and corruption of data by employing electromagnetic energy at any point in the spectrum.  For example, jamming can inhibit or obstruct the transfer of information; electromagnetic pulses can corrupt data stored on magnetic media and damage software and hardware.



SIGINT ( An orchestrated signals intelligence-based threat serves multiple purposes.  Not only can SIGINT provide the basis of information to apply other threat means, it can also provide insight into data sensitivity levels, communications and information structures, and transfer schedules and data loading.



Intrusion ( Surreptitious attack by such entities as hackers, disgruntled employees, and foreign intelligence agents are increasing in frequency and have potential impact on information processing, storage, retrieval, and transfer assets.  The impact of malicious codes such as viruses, logic bombs, trapdoors, Trojan horses, and time/even activated software, applications, and/or firmware is well documented.  Cautionary procedures must be used when integrating AIS components procured from foreign vendors or governments.  Additionally, data base misinformation represents a relatively new dimension to data tampering; the effects may not be detectable for long periods of time and may affect not only the systems entered but all systems that share information with it.



Substitution and Modification ( An intruder can disrupt decisionmaking, planning, and operations by modifying or substituting false data or information in a U.S. system.  The objective can be to impact a specific decision, plan, or operation or, in general, to shake U.S. decisionmakers’, planners’, or operators’ faith in the integrity of information available to them.



Directed Energy ( Although many of the technologies associated with directed energy (i.e., lasers, particle beams, high-powered microwaves) weapons and techniques are not mature, there is still cause for concern for our information infrastructure.  Capable directed energy methods, when directed at information processing and transfer assets, can cause corruption of data and denial of service through destruction or degradation of hardware, software, or firmware.



Physical Destruction ( Hostile acts of adversary forces, terrorists, or destruction as a result of natural disaster can be the most devastating form of threat to information processing and transfer resources.  Not only can facilities and resources be lost, but the potential loss of stored data or key information transport nodes(connectivity(can be far more devastating.



Unauthorized Access ( Access to information processing and transfer resources by unauthorized persons presumes, in many cases, that the threat is internal to the organization.  Typically, some knowledge of an organization’s systems, procedures, and security barriers (either physical or logical) is required.  In the past, however, states have demonstrated skillful human intelligence capabilities by infiltrating select government positions.  In the Information Age, states may target key positions that provide physical access to sensitive and classified information systems.



Cover and Deception (C&D) and Psychological Operations (PSYOP) ( In the military environment, C&D and PSYOP have been used throughout history.  U.S. adversaries, from North Vietnam to Somalia, have used information to influence U.S. policy and public opinion.  In the past, the United States and its adversaries have used various techniques to influence military operations.



C&D and PSYOP have also been used to demoralize an enemy or to sway public opinion against military actions or government decisions.  In many cases, effective use of C&D and PSYOP has proved to be a more powerful weapon than military actions.  Defense against such an attack is difficult. 



Good intelligence data can alleviate the threat posed by C&D.  Nevertheless, C&D use can increase uncertainty in a commander’s decisions.  Uncertainty implies delay, and delay can be critical to military outcomes.  



PSYOP are even harder to control.  Widespread dissemination by the U.S. media and its independence of military control vastly complicate military operations.  Any information warfare strategy must take into account the press and at least address its potential impact.  It will be a key component of the information environment.



2.6.4  Threats to the Information Infrastructure 



There is a significant threat posed by adversaries of the United States Government to U.S. information assets throughout the world.  It is generally accepted that if a single person has developed the capability to compromise an information system, then any group or individual may obtain the knowledge or services of that person.  Thus, the potential threat of software or hardware attacks on computer systems must be carefully evaluated as a part of any information warfare strategy.  The potential adversaries include countries and other groups (and individuals) which seem likely to have hacker-like capabilities.  While traditional computer hackers do not necessarily represent a direct threat from an information warfare perspective, they provide the knowledge for U.S. adversaries to wage devastating attacks against a variety of assets.  Usually, hackers are the first group of people to become aware of U.S. vulnerabilities, and unfortunately, they can share their knowledge with anyone.



2.6.4.1  Who is the Adversary?



Hundreds of traditional and non-traditional groups of people could be considered potential adversaries.  As noted above, the cast of possibilities has been expanded in the current, multilateral environment, and detecting and tracing such activity can be very difficult.  The Department of Energy and NSA estimate that more than 120 countries have established computer attack capabilities.  [GAO]  Determining the adversary is a major part of the challenge for information warfare.



Potential opponents are interested in compromising data on various types of information systems.   It has been established that the KGB sponsored the Hannover Hackers, who gained illicit access to over two dozen computer systems that contained classified information (as well as many more which did not).  The Hannover Hacker case is a rare case where state-sponsored espionage has been acknowledged.  DISA reporting indicates that numerous intrusions continue, and the scale of the attacks may be increasing. 



Nations that are considered to be friendly to the United States have also acknowledged espionage against the United States.  In almost all of these cases, the stated goal of the espionage was economic intelligence.  Countries have been accused of, and have admitted to, obtaining data from the U.S. Government and U.S. corporations through information warfare-related measures.  While economic intelligence may not seem to be a direct threat to U.S. security, the losses suffered by the United States are measured in billions of dollars.  Additionally, any stolen technologies are no longer controlled by U.S. export regulations, and are more easily available to U.S. military adversaries. Most important, the techniques used are equally applicable to disruptive purposes.  Even if not targeted against the military directly, some attacks could be mounted to disrupt significant elements of the domestic economy and infrastructure (functional attacks, as noted above), which would delay or disrupt support to the military, cause damage to the United States, and potentially cause widespread secondary effects (financial loss, cutting power or services, etc.).  



Other adversaries may be concerned with transferring sensitive technologies and identifying targets for terrorist attack.  This category would also include organized crime, which is included in the theft of funds, money laundering, extortion, etc.  This category of adversary might be either a foreign or a domestic threat.  There are individuals and organizations within the United States that are capable of various levels of attack.  While the media has publicized the threat from individuals, there are organized groups that may be similarly disposed to harming the U.S. infrastructure.  Some groups reportedly have developed units that are knowledgeable in information warfare.



From an information warfare perspective, hostile countries and terrorist organizations represent the most significant threat to U.S. national security.  While economic competitors may be inclined to compromise the data on information systems, they are not likely to mount denial-of-service attacks on the infrastructure.  However, economic competitors are sponsoring research that can assist hostile entities.



2.6.4.2  The Extent of the Threat



U.S. adversaries are—or certainly will be—significantly able to compromise any information system in use by the U.S. Government that has any connectivity to the outside world.  Information systems, as defined for this section, would include any system involved with computing or communications. 



Skilled intruders have infiltrated the foundations of PSNs throughout the world.  PSNs include telephone systems and cellular communications systems.  Intruders have obtained the computer software that controls the telephone systems, and there is proof that they have modified the software to include hidden ways for them to obtain access to the telephone system if authorities seal the known ways into the system.  Intruders have been known to monitor conversations, reroute calls, change telephone numbers, add new telephone numbers, etc. 



In view of the routing of 95 percent of military communications over commercial telephone lines, such capabilities pose a substantial threat.  While the communications may be encrypted, the threat of denial of service is severe.  Crippling even a small portion of the PSN could substantially impact military communications.



Commercial users of these communications networks must also be considered.  Many large organizations, including the world’s largest banks, rely upon public networks to perform their day-to-day operations.  Billions of dollars of commerce pass over these networks every day.  Intruders have been acknowledged to have compromised them.  There have been several reports of criminals penetrating such communications and stealing extremely large amounts of money from financial institutions.  The networks in question also provide connectivity to the U.S. Federal Reserve.



Intruders who have stolen money from financial institutions have, in some cases,  been sponsored by organized crime, terrorist organizations, and hostile governments.  Foreign governments are creating hacker-like capabilities.  For example, friendly governments are reportedly sponsoring research on computer intrusion.  While these countries might not be interested in waging information warfare against the United States, the knowledge they gain might not be confined to the friendly government.



Currently, some intruders can compromise most known countermeasures.  Attackers have been able to counter dial-back modems, virus detection mechanisms, one-time password methodologies, and some encryption devices.  However, technologies and procedures are available to mitigate the threat.



If technical measures are unsuccessful, intruders and other entities may resort to non-technical measures.  These non-technical measures can include methods that are traditionally associated with Human Intelligence.  Hackers use the term Social Engineering to describe their Human Intelligence effort.  Social Engineering may include calling random people at the targeted organization and asking them for their passwords or modem telephone numbers, or going through an organization’s garbage to find any information that may compromise a computer system.  Generally, a Social Engineering attack may be more efficient than a traditional Human Intelligence effort, because it is more narrowly focused, and it may be easier to keep the targets unaware of such attacks. 



�2.6.5  The Intelligence Challenge



Information warfare has been particularly troublesome for the Intelligence Community because IW is a non-traditional intelligence problem that is transnational in nature.  It is also not easily discernible by traditional intelligence methods.  Formerly, capabilities were derived from unique observables, indicators, sensors, pre-existing data bases, and classic analytic and training techniques.  Likewise, intent was extracted from understood variables that offered measurable/actionable reaction time and graduated response options.  With information warfare, however, the following elements come into play:



Observables, indicators, experience, data bases and training associated with historic threats and their manifestations are rendered largely useless.

Key technologies have completely innocent applications.  For example, software used to test systems can also be used to penetrate systems.

Significant capability can be purchased at low cost.  Information warfare generates yields equal to or greater than those that can be obtained with the same resources using traditional military capabilities.

Quantification (i.e., number of tanks, planes, etc.) is largely irrelevant.



Technology transfer further complicates the picture.  An actor’s capabilities are not dependent on indigenous technology or industrial base; “Quantum Leaps” in capability will be possible as information warfare technology is offered on the open market; and some opponents may have or acquire more advanced technology than the United States possesses.



The challenge to the Intelligence Community is to overcome the obstacles and limitations of historic viewpoints and methods, and while respecting legal considerations, find a way to identify information warfare threats and warn of impending attacks.  Determining the extent to which information protection for national security coincides with prudent business practice in the coming age is the first step toward the collaboration that will be required of all participants in the future.



�SECTION 3

ORGANIZATIONAL CONSIDERATIONS



WHAT’S NEW?



Findings and observations from the original report have been updated.  On-line resources for additional information on the organizations reviewed have been added to the organizational summaries in Appendix A.





3.1  APPROACH



Figure 3-1-1 shows the types of organizations that have an information warfare role and those that have information warfare related missions and functions.



�



Figure 3-1-1.  Organization Types Considered for Review





The basic approach to determining what organizational considerations might influence the development of information warfare policy and strategy included two key initial steps.  The first was to identify organizations within DoD that were currently involved in information warfare activities.  The second was to identify the various stakeholders in the development of the information infrastructure.  This second step uncovered a very extensive and diverse set of organizations for which information warfare responsibilities are suggested, but not necessarily clearly defined.  The Joint Staff Information Warfare Division (J6K) decided to focus most of the task efforts on this second set of organizations since the environmental considerations, previously addressed, appear to be more closely related to this second set of organizations.



3.2  SCOPE



Figure 3-2-1 shows the relative number of organizations in each category (indicated by the width of the rectangles) and the relative complexity of organizational information warfare issues (indicated by the height of the rectangles).  It was not possible to identify completely all of the organizations which have information warfare related missions and functions, let alone visit all the identified organizations or investigate all relevant issues.  The shaded rectangles represent the coverage of differing organizations in this report.





�



Figure 3-2-1.  Scope of Organizations and Organizational Issues Addressed in Report



Based on the intended focus and scope of this report, international and state and local organizations were not reviewed.  The number of these organizations and the complexity of related issues is, in fact, quite extensive.  Example organizations and interests include the United Nations (coalition information warfare partners), International Telecommunications Union (international telecommunications standards, international frequency spectrum allocation), General Agreement on Trade and Tariffs (export and import controls), INTELSAT (use of international satellite communications resources), state public utilities commissions (regulation of telecommunications service providers within state boundaries), and county and city governments (regulation of cable television franchises).  A review of these organizations and issues may be made in the future.



3.3  REVIEW



The review encompassed researching documents and on-line resources, visiting over 100 organizations, and interviewing personnel.  More than half of the reviews involved visiting the organizations and interviewing key individuals in those organizations.  Those organizations reviewed are identified at the index to Appendix A, Organizations and Activities.  Appendix A also includes, for each organization reviewed:



An organizational chart.

An organizational summary which identifies

A senior information warfare/information assurance official.

Key points of contact.

On-line resources for additional information on the organization.

Information warfare/information assurance-related missions and functions.

Information warfare/information assurance activities, issues, best practices, and lessons learned.



3.4  FINDINGS AND OBSERVATIONS



 Over the past year, it would be reasonable to summarize that although virtually none of the major issues, concerns, and deficiencies associated with national IW implementation have been completely resolved, the trends are positive; in some cases, markedly so.  Given the breadth and complexity of this undertaking, it would be unreasonable to expect more rapid progress.  In some cases, for instance national infrastructure vulnerability, more sophisticated attention to the issue has the initial/immediate effect of making the “problem” side of the equation seem to grow.  This rigorous and serious attention, however, is judged to be a necessary first step toward the objective and comprehensive treatment of such complex and pervasive issues.  Thus, we see that some problems remain:



Within the Federal government and the private sector, there is still no set of universally agreed-upon terms and definitions to permit a common framework to discuss information warfare and information assurance issues and how they might be resolved.  Figure 3-4-1 illustrates some of the terms used in DoD, in other departments of the Executive Branch, and in industry.  While there has been visible progress in developing terms of reference within the Department of Defense and among the engaged segments of the “National Security Community” in defense, law enforcement, and the private sector during the past year, we will eventually require complete, consensus-based agreement by all segments on the terms and definitions needed for comprehensive policy treatment of this dynamic issue.  The recent work of the Critical Infrastructures Working Group and the establishment of a Presidential Commission on Critical Infrastructure Protection will aid considerably in developing the needed terms and definitions, particularly since the Commission will include active participation of the private sector.  A glossary has been added to Appendix B of this edition of the report to aid in understanding of the terms.  The glossary is not meant to be authoritative.



�



Figure 3-4-1.  Some Information Warfare Terms in Current Use



Dependency on and influence of vulnerable infrastructures is not well understood.  Understanding of the dependency of critical security and economic functions on the national infrastructures has grown considerably in the past year.  Rigorous understanding by functional proponents of the dependencies on infrastructures and the vulnerabilities of those infrastructures is lagging at present.



However, coverage of security issues by the regular and trade press, military initiatives, and new awareness activities by the Federal departments and agencies have all served to increase the breadth and depth of understanding of the information infrastructure vulnerabilities.  A few organizations are also beginning to analyze the infrastructures.  While the focus and approach of each analysis identified vary considerably and the efforts have to date not been well coordinated, the efforts do begin to illuminate the issue and thereby demonstrate an increasing  awareness of the functional dependencies and the infrastructure vulnerabilities.  The Joint Staff recently completed a draft Mission Need Statement on Infrastructure Assurance Modeling And Analysis.  When implemented, this capability will aid substantially in determining the impact of infrastructure dependence and infrastructure vulnerabilities on military deployments and operations.



The Department of Defense and the Federal government are not sizable market forces, and therefore, they are not capable of solely or significantly influencing the assurance of the national infrastructures on a purely economic basis.  Both entities can increase their influence by being better informed, more knowledgeable, and demanding customers.  However, it may be necessary in some cases for both to propose law, regulation, or policy necessary for assurance or pay for added assurance as a part of contracting for services.  



The perceptions of information warfare issues are based on individual experiences and organizational missions and functions.  From the experience perspective, the Computer Security Act of 1987 resulted in a clear division of responsibility between the DoD and the DoC regarding the protection of classified and sensitive unclassified information.  The extensive and vigorous debate preceding the legislation created a lasting impression on the participants, many of whom are now senior managers responsible for the continued implementation of the provisions of the Act.  The Clipper chip proposal has solidified in the minds of industry and civil libertarians the view that the Federal government might attempt unwarranted intrusions.  And the recent establishment of the U.S. Security Policy Board has met with some resistance; some members of agencies of the Federal government perceive that the Board may infringe on their responsibility for developing, promulgating, and implementing sensitive but unclassified information guidelines and standards.



From an organizational perspective, the law enforcement, defense, market, and intelligence communities all have significant interest in electronic intrusions and other information warfare related matters.  However, because of their different missions and functions, the individual communities’ perceptions of the issues may be significantly different.  For example, the law enforcement community would probably view an electronic intrusion into a financial network as an attempt to defraud and would be intent on gathering evidence to prosecute the intruder.  The defense community might view it in several ways:  as a diversionary effort to aid in concealing a more significant intrusion into its command and control structure; as possible evidence of an information warfare attack on the United States; or as possible means to obtain funds to purchase proscribed weapons of mass destruction.  The market community might view the intrusion as an act of economic espionage and request the assistance of the counter-espionage arm of the FBI, which might have competing interests vis-à-vis the rest of the law enforcement community.  And, finally, the intelligence community might view the intrusion as an opportunity to gain intelligence about the intruder.



The perception of issues based on individual experience and organizational missions and functions may initially inhibit meaningful discussions of infrastructure assurance policy issues but should be mitigated by increasing dialog on these issues.



Responsibilities for information protection are not consistently assigned within the Executive Branch departments.  In some departments, all security and protection responsibilities (information, document, communications, personnel, administrative, physical, etc.) are centralized in a security organization.  In other departments, some of the responsibilities are centralized in the Information Resources Management organization.  In still other departments, the responsibilities are split among several organizational elements.  With the growing attention to infrastructure protection and assurance, additional organizational elements, such as those responsible for emergency planning and continuity of operations, should be included in policy formulation.  It is possible, however, that the recent creation of Chief Information Officer positions in the Federal departments and agencies as mandated by the Information Technology Management Reform Act will result in the streamlining of these responsibilities.



With the exception of the telecommunications infrastructure, there are no organizational structures and processes to facilitate the sharing of sensitive information needed for infrastructure assurance.   Needed sensitive information includes threat and vulnerability information, risk analysis and mitigation information, indications and warning (strategic intelligence), tactical warnings, and attack assessments. The NSTAC/NCS NSIE organizational structure and process for the telecommunications infrastructure serve as a possible model for the sharing sensitive information in other infrastructures.  The recent focus on critical infrastructure protection has increased awareness of the need for sharing sensitive information in infrastructures other than telecommunications and will probably result in the creation of the needed structures and processes.



In terms of information warfare-related capabilities, most organizations have historically focused on protection activities, and the investment strategies for the future are similarly focused.  A limited number of organizations are developing capabilities to detect electronic intrusions and other disruptions.  Very few of the organizations have developed a capability to identify the nature of disruptions or intrusions (assuming they are detected), to restore the infrastructure in the event of malevolent disruptions, or to adequately respond to the information warfare attacks.  There are, however, a number of efforts under way to improve near-real-time detection and reporting of network intrusions.  (See DARPA and DoE National Laboratories organizational summaries.)



In many organizations, budgets and staff to address information assurance-related matters are very limited.  Within the civil departments and agencies, staffs to deal with these matters are on the order of units, tens, and scores of people.  Budgets for these same departments are on the order of units and tens of millions of dollars.  As might be expected, everyone agrees that budgets and staffs are much too small.  As a matter of fact, most staffs and budgets are diminishing, particularly throughout the Federal government.



All organizations reviewed are faced with constant change.  Government is reinventing itself.  In some cases, Executive Branch departments are being considered for elimination.  In other cases, departments will be reduced in size in the next 2 to 5 years. The deregulation of additional industries (e.g., electrical power generation and distribution) and increased competition have forced government and industry to rely more and more on information technology and to economize and centralize operations.  Telecommunications legislation and regulatory reform will bring about the convergence of industries such as telecommunications, cable TV, and publishing.  Companies are constantly trying to adjust their work force size, form the right alliances for competitive advantage, and acquire and merge with competitors.  Mergers and acquisitions in the private sector have increased dramatically in the past year with the result of producing more change, reliance on information technology, and economizing of operations.  New technology is being introduced at an ever-increasing rate.  In the face of this constant change, information assurance is the stepchild of operational and fiscal crises.



All that notwithstanding, we also find that:



Executive-level understanding of information warfare issues is growing.  Increased press and trade publication coverage of these issues during the past year have helped to increase the level of understanding.  In some departments, those responsible for information security are demonstrating for senior executives the vulnerabilities of their information and information systems.  Interest in infrastructure protection has, in fact, originated at the very highest levels of the Federal government.



Coordination of individual and collective agency efforts is becoming more focused.  The signing of PDD 39 and the creation of the Critical Infrastructures Working Group in late 1995 has served to focus the effort and enhance coordination.  The proposed creation of a Presidential Commission on Critical Infrastructure Protection to study the issues and the creation of an Infrastructure Protection Task Force to provide an interim response capability to intrusions and possible attacks will aid considerably in defining the issues, providing direction, and coordinating the ongoing activities.



There is growing Congressional interest in information infrastructure protection.  The Kyl Amendment to the Fiscal Year 1996 Defense Authorization Act emphasized to the administration that the Congress views information infrastructure protection as a very serious matter.  The Kyl Amendment directed the administration to provide a report on the “national policy and architecture governing the plans for establishing procedures, capabilities, systems, and processes necessary to perform indications, warning, and assessment functions regarding strategic attacks by foreign nations, groups, or individuals, or any other entity against the national information infrastructure.”  The House recently passed HR3230, the National Defense Authorization Act for Fiscal Year 1997 which also includes language calling for a similar report and directs the investment of specified percentages of the Defense Information Infrastructure budget in infrastructure security exclusive of NSA and DARPA investments in INFOSEC.  Finally, the Senate Permanent Subcommittee on Investigations recently initiated hearings on security in cyberspace.  While all this interest may be a two-edged sword, it does illustrate the seriousness with which the issues are viewed.



Information infrastructure assurance issues are becoming more visible.  Regular press coverage of related issues has grown, probably 100 percent in the past year.  Increase in trade press coverage has been much more dramatic, probably over a 500 percent increase.  Incidents such as the Rome Labs penetration and the Argentinean hacker have been front-page news.  The series of “...the Day After” table-top exercises sponsored by the OASD(C3I) for senior managers and executives from throughout government and industry has aided significantly in awareness and understanding.  The release of the recent GAO report [GAO] in conjunction with the start of Senate hearings has also added to the visibility of the issues.



Policy discussions are beginning to result in policy promulgation.  OMB published the Revised Appendix III to Circular A-130.  The Joint Staff published CJCSI 3210.01, Joint Information Warfare Policy and CJCSI 6510.01A, Defensive Information Warfare Implementation.  The Department of Defense has in draft a new directive on information warfare which will clarify responsibilities and direction.  In some cases, formal promulgation of policy begins the process of developing suitable implementation practices.  For example, there are several requirements for a risk-based management approach to the protection of information, but specific mechanisms and guidelines on how to implement the risk-based approach are just now starting to emerge.



The Military Departments of the Department of Defense have made numerous contributions to understanding of the issues and coordination of effort.  Most services have high-level working groups to institutionalize and implement information warfare concepts and initiatives.  All services are intent on and succeeding in getting information, tools, and support  to the operating forces.  The three largest services all have established operational information warfare organizations and the USMC is supporting the operational units with billets.  While each of the services seems to be developing its own taxonomy for information warfare consistent with its missions, traditions, and doctrine, the broad sharing among the services of information on their efforts has been beneficial.  All of the services are using on-line surveys and other Red Team techniques to assess the state of their security posture.  Most services are making an effort to integrate network and security management functions and to coordinate computer emergency response team activities.  Several of the services have published new or revised information warfare  policy documents within the last year.  Service research and development efforts have been focused, in part, on emerging information warfare requirements.  



Several Defense-wide information warfare efforts are of note.   An information warfare net assessment currently ongoing will provide insights into needed policy and organizational initiatives.  Department-wide information warfare training activities have been reviewed by the DoD joint Inter-Service Training Review Organization Initiative for IW.  The Naval War College has integrated information warfare play into its annual Global Games.  While the standalone senior-level information warfare course it has taught for the past 2 years will not be continued, the National Defense University is in the process of integrating information operations courses into the required curriculum of each of its colleges.  The Office of the Director of Defense Research and Engineering has developed a Joint Warfighting Science and Technology Plan which relates basic and advanced technology concepts development to information warfare functional requirements.  DARPA and the NSA each have several research and development efforts under way to directly support information assurance activities.  The U.S. European Command deployed an information warfare organization to Bosnia, the first-ever such operational deployment.



The Federal departments and agencies have also initiated numerous coordinating activities.  The Criminal Division of the Department of Justice has formed an Industry Information Center with government and industry participation which meets quarterly to share information on the law enforcement aspects of computer crime and network intrusions.  The Federal Bureau of Investigation and the U.S. Secret Service have formed a coordination group to address computer crime issues.  Several of the National Laboratories of the Department of Energy have extensive efforts under way to develop real-time intrusion detection and other security operations capabilities.  The Department of Energy established an information assurance program.  The Department of State has made security one of the foundations of its information infrastructure development.  The National Institute of Standards will publish a set of Generally-Accepted Systems Security Practices in the summer of 1996.



While they are not new activities, it is important to note that NIST sponsors the Federal Computer Security Program Manager’s Forum and the Computer Systems Security and Privacy Advisory Board.  The Forum serves to coordinate Federal government activities related to the security of sensitive unclassified information and the Board, mandated by the Computer Security Act of 1987, provides a coordinating mechanism involving government and industry perspectives. 



The Department of Defense, the civil agencies, and the private sector are creating more computer emergency/incident response capabilities.  This growing trend in emergency response was further substantiated with the release of revised OMB Circular A-130 which mandated the creation of emergency response resources within federal agencies.  While some large agencies will create internal emergency response teams, many agencies will rely on externally available assets.  NIST, for example, is currently creating a fee-for-service response capability (FedCIRT) which will be made available to federal agencies.  Within DoD, emergency response teams at DISA and the AFIWC have been complimented with similar efforts by the Army and Navy.  In the private sector, Information Week reports that “Faced with security threats that can shut down corporate computer systems and bring businesses to a halt, a growing number of organizations have formed internal SWAT teams to fight off hackers, thieves and computer viruses.”  [Violino]  Membership in the Forum of Incident Response and Security Teams (FIRST) is expected to increase by 500 percent, from 50 members currently to 300 by the end of the year.  There is also an increased effort to coordinate these emergency response efforts and create vulnerability data sharing processes to ensure that system administrators and response team members have current information on known, new and emerging vulnerabilities.  DoD is leveraging from such commercial CERTSM capabilities as Carnegie Mellon by participating in and sharing knowledge and insights where common interests intersect.   Further information on specific emergency response teams as well as contact information can be found in Appendix A, Points of Contact.



Law enforcement cooperation provides a good operational model for reacting and responding to information infrastructure intrusions, disruptions, and attacks.  The capture of Kevin Mitnick, the notorious computer criminal, involved no less than 11 distinct public, private, and academic organizations at more that 20 locations. The Rome Lab and Argentinean Hacker investigations involved DoD, Federal, and international organizations.  The Argentinean Hacker incident represented the first use of a Title III electronic surveillance of a computer system rather than a telephone or data line.  Automated tools were used to identify the perpetrator as well as to ensure the privacy of innocent users of the system.   Study of lessons learned regarding the use of the laws, tools, processes, and procedures and the protection of privacy in these and other law enforcement incidents can certainly improve future cooperative efforts, both in the law enforcement and defense communities.



Intelligence support to infrastructure assurance is vital.  While the intelligence community is still grappling with the technical and analytical complexities of information age intelligence sources, collection, fusion, and dissemination, several important efforts have been initiated in the past year.  Internally, progress has been made in areas of organization, resourcing, requirements/priorities, and mission focus.  A National Intelligence Estimate is under way and is scheduled to be completed 1 December 1996.  Several national-level working groups have been formed to develop information age indications and warning metrics, threats, and threat assessment processes.









�SECTION 4



SUMMARY



The growing dependence of critical national security functions on vulnerable national infrastructures poses significant challenges to the Joint Staff, the DoD, the Federal government, and the Nation.



During the past year, there has been significant progress in awareness, understanding, coordination, and resolution of many of the challenges.



Awareness and understanding of infrastructure assurance issues have been enhanced by coverage of security issues by the regular and trade press, conduct of table-top and other exercises, demonstration of information system vulnerabilities, and growing Congressional interest.  Most importantly, interest in infrastructure protection has originated at the very highest levels of the Federal government.



Better coordination of the challenges is exemplified in several ways.  Several national-level working groups have been established to develop information age indications and warning metrics, threats, and threat assessment processes.  Most of the Military Departments have established high-level working groups to institutionalize and implement information warfare concepts and initiatives.  All the Military Departments are cooperating in the development of tools used to assess the security posture of systems and networks and in the development of training programs and materials.  The Criminal Justice Division of the Department of Justice has formed an Industry Information Center with government and industry participation to share information on computer crime. The Critical Infrastructures Working Group was established in late 1995 and provided the first inter-agency activity to deal with information and infrastructure assurance issues.



Many of the challenges which existed one year ago are being resolved.  All the Military Services have established operational information warfare organizations or have provided information warfare billets to operational units.  For the first time ever, an operational information warfare unit was deployed as a part of force deployment to Bosnia.  Several new computer emergency/incident response organizations have been established.  Defensive information warfare policy documents have been published by the Chairman of the Joint Chiefs of Staff and the Military Departments to aid in clarifying terms, definitions, and responsibilities.  Joint IW doctrine is on a fast track and should be published in 1997.



While much has been accomplished in a very short time, many challenges remain.  The following are highlighted because of their significance and complexity and because comprehensive solutions do not yet exist.  The list is not all inclusive, nor should these challenges be considered necessarily the most important facing the community.



The dependency of critical national economic and security functions on domestic infrastructures is one of the significant challenges.  To begin, those functions that are critical are not necessarily well defined as such.  For those that are, their dependency on portions of the infrastructure is not well understood.  However, it is certain that in times of crisis and war, demand for information to support these functions will increase significantly and the supply of information (the capacity of the information infrastructure) will decrease, especially if the infrastructure is under attack.  The information infrastructure is an extremely complex interconnection of numerous government, public, and private networks.  More research is needed regarding the functional dependencies on the infrastructure, the vulnerabilities of the infrastructure, a risk management-based approach to protection, or the means and methods to restore and reconstitute in the event of a successful attack.



The evolution of the information infrastructure is influenced by a wide variety of stakeholders with complex, diverse, and sometimes competing interests.  The evolution requires a balance of the needs of the state versus the rights of the individual, the “Technology-Futurists” versus public sympathies and market forces, privacy versus law enforcement, and other confrontations.  As with the resolution of all complex policy issues in a democracy, any policy initiatives seeking to influence the information infrastructure must take these stakeholders and their interests into account.



Near-real time management and control will be critical within the national security sphere in a crisis to minimize the impact and swift restoration of critical services.  Informal coordination and information sharing is on the increase; in a crisis, however, it is particularly important that roles and responsibilities be specified and rehearsed. While responsibilities are implied by existing policy, some ambiguity remains.  Additionally, tools affording real-time management and control must be developed.



The Intelligence Community must overcome the obstacles and limitations of historic viewpoints and methods, and while respecting legal considerations, find a way to identify information warfare threats and warn of impending attacks.  Information warfare has been particularly challenging for the Intelligence Community because the classic threat equation becomes distorted.  Traditionally, capabilities were derived from observables, indicators, sensors, pre-existing data bases, and classic analytic and training techniques.  Likewise, intent was extracted from understood variables that offered measurable/actionable reaction time and graduated response options.  With information warfare, however, observables, indicators and pre-existing data bases and training are less relevant.



The proliferation of new and emerging technologies complicates the information warfare equation.  In general, the new technologies and their application reduce the costs of governing, protecting the national security, and conducting business.  However, technologies such as distributed computing and open system architectures are also making the information infrastructure and the information component of other infrastructures more vulnerable.  Commercial markets alone now influence the deployment of advanced information technologies and DoD finds itself following that lead.  Not only that, but, the market for information technology and services is clearly international in scope, creating an equivalence in information warfare capabilities among nations, terrorist groups, ethnic groups, and individuals.

Finally, it is evident that a very broad skill set is required to address these information warfare and information assurance policy and strategy issues.  Operational, intelligence, doctrinal, systems, networks, infrastructure, technology, political, diplomatic, business, and legal insights and experience are all drawn upon within the true scope of IW.  Obviously, not every practitioner in every professional position requires all of them, but in these early stages of identifying and resolving the issues of this dawning information age, we must certainly have the capability to assemble and apply these diverse skills quickly to the topic of the moment.



Many of our nation’s political and military leaders are deeply concerned about the dependency of key national security functions on vulnerable infrastructures.  The issue is extremely complex and one which will not be resolved in 1 or 2 years.  It will require extensive discussion involving representatives from many differing points of view(political, diplomatic, economic, military, commercial, and technical, to name a few.  This report will help the Joint Staff better prepare to contribute to these discussions.  The report is offered for the same purpose to the larger community to aid in addressing this national security issue of growing urgency and importance. 
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WHAT’S NEW?



This section has been revised to address new roles and responsibilities and potential effects of the Telecommunications Act of 1996, the Kyl Amendment (National Defense Authorization Act for 1996), the Paperwork Reduction Act of 1995, and the Information Technology Management Reform Act of 1996.  Additional information with respect to the Internet and computer crime has also been added.    



Telecommunications Act of 1996

NS/EP Concerns



New Players may affect NS/EP Programs such as GETS and TSP

No court ordered single point of contact for NS/EP 

Foreign ownership of telecommunications companies

Interconnection of new carriers with existing carriers may adversely affect network security

Applicability of War Powers on new Common Carriers



Continuing Congressional Interest in the Protection of the NII

House Resolution 3230



The recently passed House version of the National Defense Authorization Act for Fiscal Year 1997 includes language which:

Requires the President to report to Congress(as the Kyl Amendment did) “setting forth the national policy on protecting the national information infrastructure against strategic attacks.  The report will include:

National policy and plans to meet essential Government and civilian needs during a national security emergency associated with an attack on the NII “the functioning of which depend on networked computer systems.”

Identification of critical functions that must be performed during an emergency

Assignment of Federal responsibilities

Requires the DoD to allocate funds to a separate program element for information security an amount equal to specified percentages f funds allocated to the DII. 

The percentage increases from 2.5 to 4.0 percent from 1998 through 2001.

This funding is to be exclusive of NSA and DARPA funding for INFOSEC. 









ARGENTINEAN HACKER 



In April 1996, Attorney General Janet Reno announced that DoJ was seeking the arrest of  Julio Cesar Ardita, a 21-year old Argentinean university student, for breaking into computer systems belonging to the Navy, NASA, and U.S. universities.  Ardita launched his attack on the Navy and NASA from pirated accounts on a Harvard University computer system.  He accessed these accounts using various accounts from a service provider in Argentina. When the Navy detected the Ardita intrusion, they sought, in cooperation with the FBI, the first ever computer network (Title III) wiretap.  Previous court-ordered wiretaps have authorized wiretapping of telephone lines.  This order authorized an automated search of the Harvard University system.  The automated nature of the search is key for two reasons.  First, an automated tool was necessary to monitor and analyze the 16,000 user account activities to identify the intruder.  Second, the automated search protected authorized users from “content monitoring.”  Content monitoring by a human or humans of the activities of the other 16,000 Harvard account holders would probably have been considered a violation of their privacy and would not have been authorized.  Though charges and an arrest warrant were filed in Federal court, the alleged crimes are not covered under an  extradition treaty with Argentina and could only be served if Ardita enters the United States or another country which does recognize the alleged computer crime and that has an extradition treaty with the United States.  Argentina has cooperated with U.S. authorities, has initiated its own investigation, and may file charges.  This case demonstrates the nature of computer crime and the difficulties associated with apprehending a perpetrator.  At the same time, it is an encouraging signal that, with the proper tools and processes, law enforcement can successfully investigate and identify intruders, and provide proper evidence for prosecution.             





COMMUNICATIONS ACT OF 1934

Purpose, General Provisions, Assigned Responsibilities, and Functions



Purpose:   The purpose of the Communications Act of 1934 is to regulate interstate and foreign communications by wire and radio in the public interest.  The act establishes the Federal Communications Commission, assigns war powers to the President, addresses radio stations operated by foreign governments, and willful or malicious interference with radio transmissions.



General Provisions:



Established the Federal Communications Commission.

Unauthorized interception and disclosure of communications by wire or radio prohibited.



Assigned Responsibilities and Functions 



President:

War powers:  

During any war in which the United States is engaged, the President may:

Order any carrier to give preference or priority for national defense communications.

Employ armed forces to prevent retarding or obstruction of interstate or foreign communications.

Upon proclamation that war or threat of war exists, the President may:

Amend or suspend rules and regulations pertaining to any stations capable of emitting electromagnetic radiations.

Close and remove any emitting device that may serve as a navigational device.

Amend rules pertaining to wire communications.

Order the closure or government use of wire facilities.  

Policy direction of the development and operation of a National Communications System.

Coordinating policy, plans, and programs for the mobilization and use of the Nation’s telecommunications resources in an emergency.



Office of Management and Budget:

Serve as President’s principal adviser on procurement and management of Federal telecommunications systems.

Developing policies for the procurement and management of Federal telecommunications systems.

Final disposition of appeals on frequency assignments made by Secretary of Commerce.



Secretary of Commerce:

Serve as President’s principal adviser on telecommunications policies pertaining to the Nation’s economic and technological advancement and to the regulation of the telecommunications industry.

Advise the Director of the Office of Management and Budget on the development of policies relating to the procurement and management of Federal telecommunications systems.

Conduct studies and evaluations concerning telecommunications research and development and concerning the initiation, improvement, expansion, testing, operation, and use of Federal telecommunications systems.  Study and report on the impact of the convergence of computers and communications technology.   Advise OMB and others of the results of these studies. 







Secretary of Commerce (Continued)

Develop and set forth in coordination with the Secretary of  State and other interested agencies plans, policies, and programs which relate to international telecommunications issues.

Coordinate telecommunications activities of the Executive Branch, including interoperability, privacy, security, spectrum use, and emergency readiness. 

Establish interagency groups and advisory committees as required.

Manage electromagnetic spectrum.

Evaluate and recommend remedial actions for the capabilities of telecommunications resources.

Instruct Communications Satellite Organization in its role as representative to INTELSAT. 



Secretary of  State:

In the conduct of foreign policy, coordinate with and consider Federal Communications Commission’s regulatory and policy responsibilities.

Direct foreign relations with regard to the Communications Satellite Act of 1962.



Federal Communications Commission:

Regulate interstate and foreign commerce in communication by wire and radio as required by this act, as amended.

Report annually to Congress information and data that may be considered of value and any specific recommendations as to additional legislation considered necessary or desirable including all legislative proposals submitted to OMB.







WHAT’S NEW?



This section now revised to addresses the following:



EO 12958.�FCC Open Network Architecture.  ��FCC Rule Making Process.�Summaries of EO 12382, 12958, and the new EO 13010 on Critical Infrastructures. ��



							Int’l Traffic in Arms				

Arms Export Control Act of 1968						DoS		License cryptographic &

							Regulations (ITAR)/				TEMPEST exports

							Munitions List			DoD		Advise DoS



												NSA		Technical Reviews

							Export Admin Regs

Export Administration Act of 1979						DoC		License sensitive or 											CCL						dual-use technology





EXECUTIVE ORDER 12333

UNITED STATES INTELLIGENCE ACTIVITIES

December 4, 1981

Purpose, Assigned Responsibilities and Functions



Purpose:  Ensure the President and National Security Council are provided with necessary information to base decisions concerning foreign, defense, and economic policy and the protection of United States national interests from foreign security threats.  Special emphasis should be given to detect and counter-espionage directed against government, corporations, establishments, or persons.



Restrictive Clauses:



Agencies will not use electronic surveillance techniques except in accordance with procedures established the Attorney General. 

CIA cannot engage in electronic surveillance within the United States except for the training, testing, or as countermeasures to hostile electronic surveillance. 

Counterintelligence definition specifically excludes communications security activities.  





Assigned Responsibilities and Functions:



Secretary of Defense:

Executive Agent for signals intelligence and communications security of the Federal government. 

Collect military foreign intelligence and counterintelligence.

Provide for the timely transmission of critical intelligence within the U.S.  government.

Protect the security of Department of Defense installations, activities, property, information and employees by appropriate means.



National Security Agency:

Establish and operate an effective organization for signals intelligence.

Execute Executive Agent responsibilities for communication security of the Federal government

Conduct research and development in signals intelligence and communications security.

Conduct foreign cryptologic relationships.



Foreign Intelligence Elements of the Armed Forces:

“Collection of national foreign intelligence, not otherwise obtainable, outside the United States shall be coordinated with the CIA, and such collection within the United States shall be coordinated with the FBI.”



Department of Energy:

When requested, support NSA communications security activities.



Director of Central Intelligence:

Primary advisor to President and NSC on national foreign intelligence.

Develop objectives and guidance for the intelligence community.

Advise Secretary of Defense concerning communications requirements of the intelligence community.

Conduct special activities approved by the President.







Department of State:

Overtly collect information relevant to foreign relations.



Department of Treasury:

Overtly collect foreign financial and monetary information.



Federal Bureau of Investigation:

“Within the United States  conduct counterintelligence and coordinated counterintelligence activities of other agencies...”

Support communications security activities of the Federal government when requested by the Director of NSA.



Agencies of the Intelligence Community:

May provide specialized equipment, technical knowledge, or assistance of expert personnel to support law enforcement activities. 







REVOKED IN APRIL 1995 BY EO 12958 (Figure 2-3-6)



EXECUTIVE ORDER 12356

NATIONAL SECURITY INFORMATION

April 1, 1982

Purpose, Assigned Responsibilities and Functions



Purpose:  Prescribes a uniform system for classifying, declassifying, and safeguarding national security information.   The order recognizes “that it is essential that the public be informed concerning the activities of its Government, but” certain national defense and foreign relations information must be protected.  It specifies the classification levels, authorities, delegation authorities and rules for declassification and downgrading of this information.  “Information” is defined as any information or material, regardless of its physical form or characteristics.  The order does not address information systems security.



Assigned Responsibilities and Functions:



National Security Council:

Provide overall policy direction for the information security program.



Administrator of General Services:

Responsible for implementing and monitoring the program.

Delegate these functions to the Information Security Oversight Office.

 

Information Security Oversight Office:

Develop directives for the implementation of this order.

Oversee compliance and implementation.

Conduct on-site reviews.



Federal Agencies:

Promulgate implementing regulations.

Appoint a senior agency official to administer its information security program.







EXECUTIVE ORDER 12382

PRESIDENT’S NATIONAL SECURITY TELECOMMUNICATIONS ADVISORY COMMITTEE

September 13, 1982

Purpose, Assigned Responsibilities and Functions



Purpose:  To establish an advisory committee on National Security Telecommunications.  



Assigned Responsibilities and Functions:



National Security Telecommunications Advisory Committee

Provide information and advice to the president with respect to the implementation of National Security Telecommunications Policy.

Technical information and advice regarding the feasibility of implementing specific measures to improve national security telecommunications.



Executive Branch Departments

Provide the Committee with information necessary in carrying out its duties.







EXECUTIVE ORDER 12472

ASSIGNMENT OF NATIONAL SECURITY AND EMERGENCY PREPAREDNESS TELECOMMUNICATIONS FUNCTIONS

April 3, 1984

Purpose, Assigned Responsibilities and Functions



Purpose:  To provide for the consolidation of assignment and responsibility for improved execution of national security and emergency preparedness telecommunications functions.  



General Provisions:



OSTP and the NSC have primary responsibility for implementing this order.  They will consult with OMB, FEMA, DoC, DoD, and FCC as appropriate.

This order establishes the National Communications System (NCS) consisting of the telecommunications assets of the agencies represented on the NCS Committee of Principals (COP).  The COP will consist of federal departments, agencies, and entities designated by the President which lease or own telecommunications facilities of significance to national security or emergency preparedness (NS/EP). 

The order assigns wartime and non-wartime emergency functions.

    

Assigned Responsibilities and Functions:



National Security Council:

Policy direction for the exercise of war power functions of the President.

Advise and assist the President in policy, plans, programs, and standards within the Federal government for the identification, allocation, and use of the Nation’s telecommunications resources by the Federal during crisis or emergency.

Policy and oversight for the mobilization of commercial, government, and private telecommunications resources, the NCS, and Federal agency implementation of this order.



Office of Science and Technology Policy:

Direct the exercise of the war power functions of the President.

Advice, guidance and assistance to the President and Federal agencies responsible for the provision, management, or allocation of telecommunications resources.

Establish a Joint Telecommunications Resources Board. 

Recommend to the President on testing, exercising, and evaluating NS/EP capabilities.

Recommend to the President NS/EP radio spectrum priorities. 



Secretary of Commerce:

Develop radio spectrum plans for Federal government use during crisis or emergency. 



Secretary of Defense:

Serve as the Executive Agent of the NCS.

Designate a Manager of the NCS.

Plan, operate and maintain telecommunications services for the National Command Authorities (NCA).

Ensure NSA plans for security and protection of NS/EP telecommunications.



Secretary of State:

Plan and provide for a reliable and secure Diplomatic Telecommunications System.





National Communications System (NCS):

Assist the President, National Security Council, Office of  Science and Technology Policy, and Office of Management and Budget plan for NS/EP communications for the Federal government.

Serve as focal point for joint industry-government planning and operations.

Establish a joint industry-government National Coordinating Center.



NCS Committee of Principals:  

Serve as a forum for the review and evaluation of ongoing and prospective NS/EP telecommunications programs.

Serve as a forum for each agency to report on their ongoing or prospective telecommunications programs in support of NS/EP.



Manager of the NCS:

Recommend to the Executive Agent and COP an evolutionary architecture, plans to remove or minimize technical impediments to interoperability of government owned or leased telecommunications systems and test and exercise programs.

Chair the NCS Committee of Principals and provide staff support.

Implement approved plans or programs.

Serve as the joint industry-government focal point including technical information concerning the NS/EP telecommunications requirements of the Federal government.



Federal Emergency Management Agency:

Plan, operate and maintain telecommunications services and facilities to support its emergency management responsibilities.

Advise State and local governments on NS/EP.

Provide policy and management oversight of the Emergency Broadcast System.  



Central Intelligence Agency:

Plan, operate, and maintain telecommunications services adequate to support assigned responsibilities and disseminate intelligence within the Federal government.



General Services Administration:

Ensure Federally owned and managed telecommunications systems meet NS/EP requirements.



Federal Communications Commission:

Ensure plans for NS/EP communications services are in the public interest, convenient, and necessary.

Coordinate NS/EP activities with NCS.



Federal Agencies:

Provide NS/EP requirements, funding, and reports to the Manager of the NCS.







EXECUTIVE ORDER 12958

CLASSIFIED NATIONAL SECURITY INFORMATION

April 17, 1995

Purpose, Assigned Responsibilities and Functions



Purpose:  To prescribe a uniform system for classifying, safeguarding, and declassifying national security information.



General Provisions:



Two major purposes of the EO are:

To prevent unauthorized disclosure of information,

To prevent over-classification of information.

The EO reiterates existing classification policy and establishes a mandatory and systematic declassification process. 

Three levels of classification(Top Secret, Secret, Confidential(are retained.

Establishes the Information Security Oversight Office (ISOO) within the OMB.

Establishes the Interagency Classification Appeals Panel.

Establishes the Information Security Policy Advisory Council



Assigned Responsibilities and Functions:



Director, Office of Management and Budget:

Issue directives necessary to implement this order in consultation with the Assistant to the President for National Security Affairs and the co-chairs of the Security Policy Board.



Director, Information Security Oversight Office:

Implement and monitor program on behalf of the Director, OMB.

Review and approve agency implementing regulations.

Conduct on-site reviews.

Prescribe standardized forms and procedures.

Report annually to the President.



Information Security Policy Advisory Council:

Recommend changes to policy

Recommend specific subject areas for declassification

Serve as a forum to discuss policy issues in dispute.



Agency Heads:

Notify the President of information proposed to be exempted from automatic declassification.

Establish controls to ensure that automated information systems, including networks and telecommunications systems that collect, create, communicate, compute, disseminate, process, or store classified information have controls that: (1)  prevent access by unauthorized persons; and (2) ensure the integrity of the information.

Establish controls to ensure that classified information is used, processed, stored, reproduced, transmitted, and destroyed under conditions that provide adequate protection and prevent access by unauthorized persons. 







EXECUTIVE ORDER 13010

CRITICAL INFRASTRUCTURE PROTECTION

15 July 1996

Purpose, Assigned Responsibilities and Functions



Purpose:  To develop a strategy for protecting and assuring the continued operation of the following critical infrastructures: telecommunications, electrical power systems, gas and oil storage and transportation, banking and finance, transportation, water supply systems, emergency services (including medical, police, fire and rescue) and continuity of government.  Because the infrastructures are privately owned and operated, the government and the private sector must work together to develop a strategy. 



General Provisions:  The order establishes:



The President’s Commission on Critical Infrastructure Protection consisting of representatives from the Executive Branch, State and Local Government, and the Private Sector.  The Chair of the Commission will be appointed by the President from outside the government.  Not more than two full-time representatives will be appointed by the heads of the following departments and agencies:



The Department of the Treasury�The Department of Energy��The Department of Justice�Central Intelligence Agency��The Department of Defense�Federal Emergency Management Agency��The Department of Commerce�The Federal Bureau of Investigation��The Department of Transportation�The National Security Agency��

The Principals Committee consisting of:



The Secretary of the Treasury

The Secretary of Defense�The Director of  the Office of Management and Budget��The Attorney General

The Secretary of Commerce�The Director of  the Federal Emergency Management Agency��The Secretary of Transportation

The Secretary of Energy�The Assistant to the President for National Security Affairs��The Director of Central Intelligence

�The Assistant to the Vice President for National Security Affairs��The Steering Committee consisting of four members appointed by the President.  One member shall be the Chair of the Commission and one will be an employee of the Executive Office of the President.



The Advisory Committee to the President’s Commission on Critical Infrastructures composed of not more than ten individuals from the private sector appointed by the President.



The Infrastructure Protection Task Force (IPTF) within the Department of Justice, chaired by the Federal Bureau of Investigation, consisting of at least one full-time representative from the FBI, the DoD, the NSA, and part-time assistance from other Executive Branch departments and agencies.  



Assigned Responsibilities and Functions:



The Steering Committee:

Shall oversee the work of the Commission on behalf of the Principals Committee.

Shall approve the submission of reports to the Principals Committee.

Oversee the work of the IPTF



The Principals Committee:

The Commission reports to the President through the Principals Committee

Review Commission reports and recommendations before submission to the President.



The Commission:

Shall identify and consult with public and private sectors, including Congress that own or operate critical infrastructures, contribute to infrastructure assurance, or that may have differing perspectives.

Shall assess the scope and nature of the vulnerabilities of, and threats to, critical infrastructures.

Determine and assess legal and policy issues associated with efforts to protect critical infrastructures.

Recommend a comprehensive national policy and implementation strategy for protecting critical infrastructures from physical and cyber threats.

Propose statutory and regulatory changes.



The Infrastructure Protection Task Force (IPTF):

Increase coordination of existing infrastructure protection efforts while the Commission is conducting its analysis and until the President acts on the Commissions recommendations.

Identify and coordinate existing expertise, inside and outside of the Federal Government, to:

Provide, or facilitate and coordinate the provision of, expert guidance to critical infrastructures to detect, prevent, halt, or confine an attack and to recover and restore service.

Issue threat and warning notices

Provide training and education on methods to reduce vulnerabilities and responding to attacks.

Conduct after action analyses

Coordinate with pertinent law enforcement authorities. 



The Department of Defense:

Shall provide the Commission and the Advisory Committee with administrative services, staff, others support services, and funds and may, at the Commissions request, contract for the services of nongovernmental consultants.



All Executive Departments and Agencies:

Shall cooperate with the Commission and the IPTF, provide assistance, information, and advice, and share information about threats and warning of attacks and information about actual attacks to the extent permitted by law.

Shall, at the Commissions request, request that existing Federal advisory committees consider and provide advice on issues of critical infrastructure protection.



  










