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Managing Recovery

Overview
Recovery management is the key operational discipline upon which business survival depends if a disaster strikes.  

Regardless of how mature an organization is in every other operational discipline, a weak recovery management posture places an entire organization at risk.  

At stake is business survival. 

 

What is Recovery Management?
Recovery management is the integration of people, process and technology to ensure that information systems are available to support business imperatives. 

Specific reasons to have recovery management are to:

· Safeguard information systems, infrastructure, and data through the use of a back-up and recovery strategy that supports business imperatives.  

· Assure business continuity by having policies, processes, and procedures in place to support business processes, goals and objectives in the event of an outage to one or more information systems.

· Be prepared to deal with disasters that can threaten business survival by having a comprehensive, tested disaster recovery plan.

The interrelationships of these reasons are illustrated in the following diagram:
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How does Recovery Management Support Business Imperatives
This diagram illustrates business imperatives that are shared by all businesses regardless of whether they are a manufacturer or service provider:
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Recovery management supports these imperatives by taking proactive, cost-effective measures to ensure that information systems supporting these imperatives are available.  If a problem or disaster threatens availability it is the primary goal of recovery management to restore the affected system's availability.



An Example of How Recovery Management Supports Business Imperatives
The role of recovery management is to ensure the outages that cannot be prevented are restored in the shortest possible time. This, as stated above, is a function of availability.  Consider the following linkage between recovery management and availability, and availability and business imperatives to show the importance of recovery management.

If an organization has never computed how much down time is associated with an availability percentage the following table, based on 24x7 requirements) might reveal vulnerabilities:
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Most people would consider 99% availability to be a “good” service level objective, but do not consider that at 99% availability that there will be 88 hours of outage per year.  

What does an outage cost? If, for example, your business operation is credit card sales authorization, then those 88 hours will cost your business somewhere between $193.6 and $ 272.8 million dollars.  
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Source: Contingency Planning Research (CPR)

What Are the Goals of Effective Recovery Management Practices
Once understanding the role of recovery management in supporting business imperatives has been reached, the next step is to identify the goals of effective recovery management practices.

The following steps are the three primary goals of recovery management:

1. Supporting business imperatives so that recovery management ensures maximum system availability and meets the business objectives as it supports the business processes. 

2. Assuring business survival is the process of integrating recovery management into business continuity and disaster recovery plans.

3. Enabling the attainment of service level management goals, or recovery management, ensures that necessary back-up and recovery operations are as non-intrusive to business operations as possible. Additionally these operations are confined to the maintenance windows defined by service level agreements.

How Recovery Management Assures Business Survival
· Business survival depends on restoring critical systems to full capacity within time specified by the business process owners and executive management. 

· Conflicts between back-up objectives and restore requirements arise when full backups are time consuming, exceeding the agreed upon maintenance windows. 

· This can significantly extend the mean-time-to-restore target, seriously jeopardizing business survivability. 

· A carefully developed recovery management strategy will balance back-up and recovery strategies with service level objectives and business imperatives.

How Recovery Management Supports Service Level Management
Recovery management and service level management must be considered as part of the same process. The following examples illustrate the relationship between the two:

· Service levels affect the management of the recovery by placing financial penalties for minimal or major outages on the service provider. Therefore, service level agreements should meet the desired levels of service and impose a compensatory monetary impact for service failures or service disruptions to the enterprise business. 

· Threats to service level objectives include diminished performance of key transactions. These occur when back-ups are executed during the principal period of business operations; when the allotment of time exceeds the maintenance window because backing-up the system requires more time to complete than is agreed upon in service level agreements. Any combination of these events causes a reduction in the availability of computing resources.



Inteliant's Approach to Recovery Management
The key to comprehending Inteliant's approach to recovery management is in understanding our Operations Engineering Reference Model.

This model breaks down the operations domain into three components:

1. Foundation disciplines: business imperatives, service level management, organizational engineering resources (people), process engineering and underlying technologies.

2. Operational disciplines: managing vendors, security, workload, recovery, performance, problems, change and implementation.

3. Technology disciplines: networks, systems, applications and infrastructure.

The Operations Engineering Reference Model is illustrated below:
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Using this model we are able:

·  To visualize the interrelationships among the disciplines.

· To classify related disciplines in order to determine dependencies among them.

· Develop a holistic approach to any one discipline that will take into account how it will depend upon and affect other disciplines.

An Example of How Inteliant Relates Recovery Management to other Operational Disciplines 
Using the Inteliant Operations Engineering Reference Model it is apparent that there are relationships between recovery management and other operational disciplines.  Sometimes the relationships are not obvious, which is shown in the following problem management process for handling Severity Level One issue for a business critical system.

Starting with a problem response and escalation matrix, shown below, there does not appear to be an obvious connection between recovery and problem management:
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1. Response is the time to answer a voice mail or page.
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A superficial look shows what appears to be an aggressive response-action and escalation process that should fully support business imperatives.

However, if this process is graphed against a timeline it would have shown that a problem could take as long as 12.4 hours to resolve and still fall within the boundaries of the problem management process.

[image: image7.png]L]

¢

* 53
EL I
'%s






How the problem management process just described is related to recovery management is the fact that a 12.4 hour outage for a business critical system is allowed by the problem management process. This conflicts with the goals and objectives of recovery management, and shows how processes cannot be developed independently of one another.  

Inteliant's approach prevents this because we take a total view of how each operational discipline is interrelated, and the way they tie back to the foundation disciplines. The previously described problem management process, for example, would not be developed without examining its impact on recovery management.



It’s About People, Process and Technology
Inteliant’s extensive experience in developing and implementing recovery management has taught us that it boils down to People, Process and Technology.
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The People Part of the Equation
What the people need: 

· Training and professional development of personnel involved in recovery management. This training must address the chosen technical solution(s) for recovery management, and include organizational processes and procedures, and disaster recovery measures. 

· To augment formal and on-the-job training with system tests, evaluations, and drills. These are essential to maintaining a constant recovery management posture of readiness, which can make the difference between a well-executed plan in the event of a disaster or compounding and prolonging recovery from the disaster. 

What is needed to support the people:

· Documented and tested processes, and plans that support recovery management operations. 

· Critical documentation, which includes operator procedures for backing-up and restoring data, and quality assurance plans to test back-up plans, procedures and the integrity of the information.

· Disaster recovery plan: The development of a viable disaster recovery plan is time-consuming.  It requires a detailed analysis of natural, man-made and system threats, and a well-defined response to each threat according to its probability and impact. However, unless the plan is validated by tests and drills it is of little value, and would not meet any legal definition of due diligence. It is, therefore, of the utmost importance that all plans associated with recovery management--especially a company’s disaster recovery plan--be thoroughly tested and validated. 



The Process Part of the Equation
The following diagram illustrates Inteliant's recovery management process:
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The following are essential elements of this process:

1. Back-up and restore strategy development and implementation: Database or system administrators and/or system architects typically perform the function. Mature organizations include business continuity planners or disaster recovery managers, business process owners and other stakeholders in service level management. Also the business needs to be involved as members of a cross-functional team that develops an enterprise-wide back-up and restore strategy.

2. System back-up and recovery operations are typically provided by data centers or production support functions. This includes back-up quality assurance tests.

3. Media, storage and records retention management: Media and storage management are logistical services that have been contracted for or performed by IS/IT.  Retention management is a strategy that is derived from business and legal requirements.  It is managed by IS/IT in connection with media and storage management.

4. Problem and event management services: Review existing policies as an on-going procedure to be assured that the current technology is capable of supporting the requirements; these services may be performed by IS/IT or on a contract basis. 

5. Facilities design and management services that are typically managed by either in-house or contracted facilities/plant management professionals. The service provider must work closely with IS/IT to ensure that the Facilities support technical requirements; with business domains to ensure that physical security, disaster recovery measures and supporting infrastructure support business continuity and disaster recovery objectives.



The Technology Part of the Equation
1. An architecture that employs fault-tolerance, high-availability and reliability engineering as design criteria. Design criteria includes:

· Redundant systems (power, storage, CPUs, etc.).

· The concept of primary and alternate sites define that the alternate sites are located in different geographical areas which allow continued operation in the event of a natural disaster that can affect an entire data center.

· The use of high-availability servers, disk arrays, network redundancy (spanning tree, tail circuits, switchover schemes, etc.).

2. Back-up and recovery technology that supports business imperatives and fits within the technical architecture. Characteristics include:

· Support for a back-up strategy that compliments instead of conflicts with the optimum recovery strategy to meet service and survival level objectives.

· As close to a continuous back-up as possible: this provides the ability to bring online a fully functioning alternate system within the shortest possible time.  Solutions range from cold sites, whereby alternate systems are restored from the primary site’s back-ups, to hot sites where alternate systems are in a near state of readiness (usually requiring restore of a minimal amount of incremental back-ups), to mirrored sites that are simultaneously updated with the primary site.

3. Monitoring, event correlation and event management systems.

4. Problem management systems that are integrated into event management systems at the application, database, system and network layers.

What are the Major Dependencies Between Recovery Management and Other Operational Disciplines?
Because Inteliant's approach is to examine recovery management within the context of our Operations Engineering Reference Model, we have discovered dependencies and relationships that are often overlooked.

While most consulting companies view recovery management as a set of processes and procedures that focus on system back-up and recovery operations, we can demonstrate that its scope is more encompassing. 

Specifically, there is a direct linkage between recovery management and:

· disaster recovery planning

· problem management

· facilities management 

· security 

The relationships among these disciplines are shown in the following diagram:
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How Recovery Management is Linked to Disaster Recovery, Problem Management, Facilities Management and Security
The following is a summary of why recovery management is linked to, and dependent upon, disaster recovery and problem, facilities, and security management:

· Disaster recovery planning is an essential component of recovery management. It is not only the key to business survival, but is a legal requirement for publicly held companies that mandates fiduciary responsibility and accountability.  

· Problem management is comprised of a set of processes that identify and manage problems. There must be a goal of resolving problems before they have a measurable effect on business operations, or cascade into a threat to business survival.  As such, problem management processes are usually invoked in an attempt to rectify a problem before the problem becomes a recovery management event. 

· Facilities management works in connection with recovery management to cover the physical security, fire suppression systems, and building designs that minimizes the risk of flooding or earthquake damage. It provides sufficient (and redundant) power and HVAC resources to support continued operations in the event that a primary system becomes inoperative.  

· Systems security can be breached by potential threats ranging from simple operator error to denial of service attacks that require recovery management to restore systems and services to full operational capability.



How Much Recovery Management Do You Need?
Recovery management costs money.  It has to be directly tied to business imperatives, and balanced between the imperatives and cost of recovery management.  Too little recovery management means business survival is at risk.  Too much recovery management equals shareholder value is at risk.
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In order to fully understand how much recovery management you need, it is important to understand the factors:

· Threats and consequences to the business

· What are the service level requirements dictated by business imperatives

· What availability really means

· The relative costs of availability



What Does Recovery Management Cost?
Cost factors for recovery management are:

· How important the system is to the business (how essential is it to supporting business imperatives)

· How available does the system have to be (what does it cost for an hour of downtime?)

· How sophisticated the recovery management solution needs to be
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As availability requirements approach 99.5% the cost of recovery management goes from a geometric increase to a logarithmic increase.  

In other words, the cost of people, process and technology can be predicted in a reasonably linear fashion until you reach the 99.5% availability point.

It is when you need that last half percent of availability where costs can spin out of control.  This is where business imperatives need to be closely evaluated and a formal risk assessment performed.  

A Horror Story
Who:  A service bureau that provided the customer call center and billing system services for a national wireless carrier.

What: A database administrator who had been working for eighteen straight hours initiated a copy – in the wrong direction.  This caused the production database to be overwritten by a test database, and produced a total outage of services. It took 22 hours to restore the production database because the back-up strategy resulted in a restore process that was complex and time consuming.  

Impact: All of the customer service operations for the national wireless carrier came to a halt.  No new customers could be acquired (lost opportunities), existing customers were lost because of perceived poor service (lost market share), and a bill cycle was missed (revenue impact based on interest against aged accounts receivables).

Why: 

· People make mistakes when they are tired and rushed.  

· The Process required the database administrator to perform a dangerous operation, and there was no checklist or validation checkpoint.  

· The review of the incident also indicates that the operation should have been performed with a script that had been thoroughly tested before execution in the production environment.  

· Technology: the back-up and recovery system was configured for optimum back-up speed and minimal disruption to users. However, no thought as to how the back-up strategy really affected the time it would take to restore if a disaster occurred had been taken into account; this relates directly to testing the procedure. 

Other “Gotcha’s”
How long does it take to back out of a change to a production system if something goes wrong?  Consider the following example of a back-out timeline:
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Back-out code changes
1.75 hr

Back-out database changes
8.0 hr 

Restart application
0.75 hr

Re-establish interfaces
0.25 hr

Perform post-roll-back validation
1.0 hr

Enable logins/notify stakeholders of application availability
0.2 hr




These processes total 11.95 hours to roll back the implementation. 

Unfortunately, this type of information is not always considered when an implementation is planned.  It is easy to see how a seemingly simple implementation can quickly devolve into a recovery management nightmare with significant impact on service levels and business operations.



How Good is Your Recovery Management Posture?
Every organization should assess the recovery management posture by answering the following questions:

Availability Requirements
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They are arbitrary and set by each business unit
There is a linkage between availability and business imperatives
The cost of each hour of downtime is known for each system. This information is used to craft availability requirements

Back-up and Restore Strategy
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The IT/IS staff has carefully balanced the back-up approach with the time it takes to completely restore the systems in the event of a threat to business continuity.  This strategy has been thoroughly tested documenting all trade-offs and issues

Legal Issues and Media Retention



1

2

3

4

5

Not aware of all of the issues
Understand legal requirements for records retention
Fully understand the legal requirements and potential sanctions against the company and its officers with respect to “due diligence” and responsibility to safeguard shareholder value

Business Continuity and Disaster Preparedness
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Does not have a disaster recovery and business resumption plan
The disaster recovery plan exists, but may not be up to date
The organization has a disaster recovery plan; it has been tested and documented and roles and responsibilities are understood.  On-going tests are conducted on a routine basis
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