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life cycle management factors

Mean-Time-Between Failure Metrics

The vendor-specific solution evaluation process must take systems mean-time-between-failure (MTBF) into consideration.  MTBF is the expected elapsed time between failures, and is based on manufacturer data on failure rates.  MTBF is computed as follows:

MTBF=
OPERATING HOURS

         FAILURES

This metric is an average, which means that variations in actual failure rates can occur in actual operation. 

MTBF metrics are either provided in manufacturer or vendor specification sheets, or can be obtained from the vendor upon request.  MTBF metrics need to be compared in the same manner as features and cost.  However, because MTBF metrics are statistical there are misleading ways to present these metrics.  Your infrastructure is a collection of interrelated systems, subsystems and components; an MTBF metric for any one part of the infrastructure must be view within the context of how it affects the infrastructure as a whole.  To illustrate how misleading it is to interpret an MTBF metric in isolation from the infrastructure itself, consider the following example. 

Assume:

1. MTBF for a specific subsystem such a concentrator port at 500,000 hours (approximately 57 years) 

2. 7x24 availability required (8,760 operating hours per year)

3. The population of ports as a subsystem of the same manufacturer/model concentrators is 1200, each with identical MTBF ratings

Computing the system MTBF requires multiplying 1200 (number of ports) x 8,750 operating hours to yield  10,512,000 cumulative operating hours.  This number divided by the rated MTBF of 500,000 hours gives a failure rate of a little over 21 failures per year.  This is vastly different from the perceived failure rate of once every 57 years.

Mean-Time-To-Repair Metrics

This is the average time to repair a system, subsystem or component.  MTTR metrics that are provided by manufacturers and vendors are sometimes derived from data collected in a controlled environment.  For example, an MTTR rating of 5 minutes may be based on the actual time it takes a technician to perform the repair task in a test environment with all tools, spare parts and repair instructions pre-positioned.  

In practice, an on-site technician responding to the same repair requirement would need to gather these materials, then go the equipment location to effect the repair make take much longer.  For example, while the actual repair may still take 5 minutes, preparation and travel time may take an additional 30-90 minutes, depending on factors such as tool availability, parts provisioning and equipment location.  These factors need to be taken into account when evaluating manufacturer and vendor specifications for MTTR.

A final note on MTTR importance:  repair time will cost the business money in lost productivity (easy to measure) and lost opportunity (difficult to measure, but is a valid piece of the cost-of-downtime equation). 

Service Level Agreement Requirements

Service level agreements (SLA) are guarantees that a certain level of service will be consistently maintained.  SLAs are between manufacturer or vendors and customers, and between IT personnel managing the infrastructure and end users.

The basis for any infrastructure service level agreement is availability.  The infrastructure should ideally be 100% available during normal hours of usage.  However, because business objectives will require 7x24 availability achieving the ideal is not possible.  There are two conditions that will govern availability:

1. Scheduled downtime for maintenance

2. Unplanned events (i.e., problems)

Scheduled downtime can be planned to occur when it will have the least impact on business operations and infrastructure availability.  This period of unavailability can be negotiated between IT and the end user groups that will be affected by the temporary loss of service.

Unplanned events that deny service to end users is a breach of the SLA.  Depending on the extend of service outage, an unplanned event can cost tens of thousands of dollars per hour. For example, if an outage on the backbone prevented 250 users1 from doing their job, and the average fully loaded cost per user in salary was $15.00, a problem that takes three hours to correct will cost $11,250.00 in lost productivity.  This does not take into account lost opportunities, overtime to make up necessary work, and the myriad of other factors that come into play when a necessary service becomes unavailable.  Assuming 250 users @$15.00/hour, each minute of downtime would cost $62.50 in lost productivity.

1This example assumes that among the enterprise user population only 250 end users would depend on backbone availability at any given point in time. Actual usage patterns may vary. 

SLAs are also subject to negotiation between you and vendors, and you and users.  For equipment that imposes a high cost of downtime the negotiated SLAs should specify the maximum allowable time between the notification of a problem, and the time the vendor responds by commencing corrective action.  Other SLA elements that need to be addressed are:

1. Responsibility for materials

2. Loaner equipment (especially when negotiating with vendors) in the event that repairs cannot be effected within a specified timeframe.  For mission-critical equipment the recommended cut-off time is 4 hours

3. Penalty clauses to be invoked if the service level agreement is not fulfilled.  Penalty clauses normally apply to vendors providing services; however, if  you develop charge-back policies in the future a penalty clause is also appropriate for internal service level agreements

In developing and negotiating service level agreements the primary consideration is cost.  Parts provisioning, 7x24 support availability and minimum response times add to the cost of service.  SLAs are one IT operations area where cost/benefit analysis can prove to be realistic because all factors are tangible. 

A cost benefit analysis to determine the true value of a service level agreement will compare the cost of the service level objectives to the cost associated with service loss.  The following simplistic formula summarizes SLA cost/benefit:

 Cost of service loss x probability of occurrence > cost of SLA = value

conversely,

Cost of service loss x probability of occurrence < cost of SLA =  negative value

 For example, if the cost of a three hour disruption of service is $11,250.00, with a 10% probability of occurrence and the cost of the SLA is $5, 00.00 then the SLA has negative  value because $11,250.00 x  .1 = $1,125.00.  By paying $5,000.00 for a service level agreement that protects against a three hour disruption in service the cost exceeds the potential loss by $3,875.00. 

The above example is provided to demonstrate a technique.  It does not reflect the actual complexities in the cost/benefit analysis phase of developing and negotiating a service level agreement.  Factors to be considered are:

1. Failure mode effects analysis (FMEA) of the infrastructure to determine failure points that will impact end users (both at the enterprise level and at the workgroup or subnetwork level)

2. Risk analysis of failure points, which will examine:

· threat

· probability of occurrence

· impact

3. Sensitivity to service loss from each threat by user population (i.e., backbone users tend to be a composite of numerous workgroups and labor categories; some workgroup fully loaded salary costs are higher than others--engineers vs. administrative personnel)

4. Composite cost for loss of service for all failure points and probabilities

The above information will provide a true basis for determining the actual value of a service level agreement.

Warranty Issues

Equipment warranties should be carefully examined during the evaluation phase preceding acquisition, vendor selection or implementation of standards based on a particular manufacturer or vendor.

Key points to consider are:

1. Warranty term (three years should be the minimum acceptable period)

2. Remedies provided by the warranty (i.e., cross-shipped replacement, next day repair, parts and materials to rectify problem, etc.)

3. Exclusions, limitations and restrictions (i.e., if you perform preventive maintenance and minor repairs will the warranty be voided?  Are certain subsystems and components not covered by the warranty?)

4. Cost to extend and/or upgrade the warranty:

· extensions increase the term of the warranty coverage

· upgrades improve service level objectives

5. Your rights under the terms of the warranty (i.e., is the warranty enforceable?)

6. Does the warranty extend to software and firmware? (Most hardware depends to some extent on embedded firmware or externally loaded software; i.e., SNMP agents)

Service Level Objectives

Service level agreements are defined by service level objectives (SLOs).  Important objectives that needs to be considered include:

1. Hours of coverage, which are usually defined as either during the principal period of maintenance (PPM) or outside of the principal period of maintenance

2. Response to requests for service, measured in the elapsed time between when a call is placed and the time that the call is acknowledged

3. On-site response, which is the elapsed time between when a call is placed and the time that a support person arrives on site

4. Maximum time allowed to rectify problem; options include:

· requirement that functionally equivalent loaner equipment be provided after a determined (or negotiated) period of systems unavailability

· hot or cold standby equipment that can either be automatically switched into full operational service (or manually brought on-line)

· acceptance of partial operational capabilities until full system availability is restored (i.e., interim use of OC-3 on an OC-12 backbone segment)

The most important issue when developing SLOs is to use system availability as the key performance indicator.  System availability is a function of MTBF, operational time, total service time, and MTTR.  The significance of MTBF, discussed in Section 6.1, is readily seen in the following series of  formulae for systems availability, measured in percent availability.  Percent availability, expressed as A%, can be computed two different ways:

 Method 1
A%=
OPERATIONAL TIME

     TOTAL TIME
X  100

Applied to the infrastructure as a whole, assume that of the 8,760 hours of 7x24 operations per year, a scheduled 16 hours of planned maintenance, and experienced no outages due to system problems. Using the above formula system availability would be: 

Operational time: 8,760 - 16 = 8,744

Total time: 8,760

8,744/8,760 =  0.9981735159817

 0.9981735159817 x 100 =  99.81735159817

or approximately 99.81% availability

Method 2

A%=
MEAN-TIME-BETWEEN-FAILURES

               MTBF + MTTR
X 100

Assume:

MTBF=
OPERATING HOURS

FAILURES

1. True MTBF (cumulative effect as discussed in Section 6.1) rated at 3,000 hours using the MTBF formula:

2. 8,760 operating hours with 3 failures observed

3. MTTR of 60 minutes to correct each failure

Availability would be:

MTBF=3,000 hours

MTTR = 3 hours (60 minutes x 3 incidents)

3,000/3003 =  0.999000999001

0.999000999001 x 100 =   99.9000999001

or approximately 99.9% availability

The following table will put percent system availability metrics into perspective (24x7 operational requirement assumed):

% AVAILABILITY RANGE
DOWNTIME PER YEAR

99.0 - 99.5
44 - 88 hours

99.9 - 99.95
4 - 9 hours

99.99 - 99.995
26 - 53 minutes

>99.999
<5 minutes

Spare Parts Availability

Parts provisioning is an essential element of SLO attainment. This becomes apparent when using method 2 to compute availability.  This is because the relationship between availability and mean-time-to-repair (MTTR) is closely coupled. As MTTR approaches zero, availability approaches 100%.  This underscores the need for having a readilly available spare parts to be used in conjunction with a problem management strategy that focuses on reducing MTTR to the least amount of time.
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